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Summary
Introduction

There is widespread consensus that there is a need for better indicators of the effectiveness of health
systems. Health systems have three fundamental goals, improving health, providing services responsive to
the needs of populations, and establishing systems of fair financing. This study has focused on the first of

these.

One of the earliest ways of assessing the contribution of health care to population health outcomes is based
on the concept that deaths from certain causes should not occur in the presence of timely and effective
health care. This concept has been operationalised and given a variety of terms including
‘avoidable/amenable mortality’ and ‘mortality either amenable or avoidable to medical/health care’. This
approach attracted considerable interest in the 1980s, gaining momentum through the European
Commission’s Concerted Action Project on Health Services and ‘Avoidable Deaths’, launched in the early
1980s, and culminating in publication of the European Community Atlas of ‘Avoidable Death’ in 1988, a

major contribution that has since been updated twice.

There are several reasons why there is an urgent need for renewed research efforts in this area. The first is
that the older work needs to be updated. The majority of work on amenable mortality, including the 3“ and
last edition of the EC Atlas of ‘Avoidable Death’ published in 1997, use a very limited group of causes of
death which, given the remarkable changes in health care in subsequent years, seems no longer justifiable
as it is likely to underestimate the ‘true’ impact of health care on population health. The second reason is that
this selection of causes of death was based on an informal procedure, drawing heavily on expert opinion,
and the validity of these causes of death as indicators of the effectiveness of health care effectiveness has
never been adequately demonstrated. Since the first publications on the concept of ‘amenable mortality’,
scientific standards for the measurement and analysis of population health have improved, making it
necessary to apply these rigorous standards to the selection of indicator conditions. Finally, much of the
work on ‘amenable’ mortality limited this concept to deaths before, for example, the age of 65, a figure that
seems inappropriately low in the light of life expectancies that are now about 75 years for men and 80 years

for women in many countries.

Aim and objectives

Although there have been a variety of terms to describe conditions from which death should not occur in the

presence of timely and effective care, the AMIEHS project uses the term “amenable mortality”.

The general aim of the AMIEHS project was to develop an agreed definition of amenable mortality for
Europe, and to derive a set of indicators of the effectiveness of health systems that can be used in routine

surveillance systems.



The specific objectives were:

1. To identify causes of death that can now be considered ‘amenable’, based on systematic reviews of the
literature.

2. For five countries, to analyze the introduction of health care interventions that might have reduced
amenable mortality.

3. To build a harmonized database of trends in amenable mortality in 1971-2005 in seven European
countries.

4. To evaluate the effect of coding changes and to develop correction factors to adjust observed mortality
trends.

5. To determine whether the introduction of innovations coincided with declines in mortality from selected
amenable causes.

6. To develop and agree on a set of validated amenable mortality-based indicators, through expert
consensus.

7. To illustrate the use of amenable mortality indicators by preparing an e-atlas of variations in amenable

mortality.

Results

For this project, we defined ‘amenable mortality’ as causes of death for which mortality rates are likely to
reflect variations in the effectiveness of health care, with health care being limited to primary care, hospital

care, personalized public health services (e.g. immunisation and screening).

In a first step, we pre-selected causes of death for which a considerable decline in mortality has occurred
since 1970, and for which there was still a sufficient number of deaths in 2000 to allow a meaningful analysis
of between-country variations in mortality. Using data on mortality from 644 specific causes of death in one
large European country, England and Wales, we identified 54 conditions for which mortality declined more
than 30% between 1979 and 2000, and for which the number of deaths in 2000 exceeded 100. England and
Wales was selected firstly because it was among the largest European countries with consistent data over
this period (Germany was complicated by reunification) and also it was one where any changes in coding
were already well understood. We considered that any number smaller than this would vary too much by

chance when applied to smaller countries.

For these conditions we conducted a systematic review of the literature in order to identify health care
interventions which were introduced after 1970 and which, according to evidence from patient or population-
level studies, have effectively reduced mortality from these conditions. Out of the original list of 54
conditions, 14 conditions fulfilled this criterion. The strength of the evidence, however, was variable, with only
few interventions having the highest grade (evidence from systematic review or meta-analysis) and many
interventions being underpinned by evidence from single trials or observational studies only. The review also

highlighted the common (and entirely legitimate) approach of using existing treatment as the control in



randomised controlled trials, which however means that it is difficult to ascertain the actual effectiveness (as
opposed to doing nothing) of most interventions. It also showed that there are remarkably few studies of the

population-level effects of introducing new interventions.

For these candidate interventions we sought to identify the timing of introduction in seven European
countries. This was done by sending questionnaires to partners in these countries, and by conducting
reviews of the international and national literature. This also provided the approximate period of introduction
in each of the countries, and, using information on the delay between introduction and a possible mortality-
lowering effect, the approximate period in which a decline in mortality could be expected. Again, this task
was difficult as there was often a period over which interventions were introduced, with no obvious beginning
and end point. These estimates were obtained for 14 conditions, and showed considerable between-country

variation in the timing of introduction of the interventions.

For each of these conditions we obtained mortality data for the seven countries (Estonia, France, Germany-

east, Germany-west, The Netherlands, Spain, Sweden, UK) covering the period 1970-2005.

Possible coding changes that might influence mortality trends were identified by an automated jump
detection method which was applied to time series data by cause from each country. If jumps were detected
that had not been previously documented, their plausibility was checked with national data producers. We
found a considerable number of coding changes which needed correction. Correction factors were derived

and these were applied to create a consolidated database.

For each of the 14 conditions, mortality trends were analyzed using regression analyses. We applied
Joinpoint regression to identify points in time (‘knots’) at which the mortality trend changed significantly (e.g.
a mortality decline started or accelerated). Although there was often a general mortality decline for most of
these conditions, this was not uniform and there were striking variations between countries in the mortality
trends as well as in the timing of ‘knots’. We related these ‘knots’ to the approximate periods in which a
decline in mortality from the introduction of interventions could be expected, and found slightly more
‘matches’ between the two than could be expected to occur by chance alone. Matches were found in a
majority of countries for a few conditions only (i.e., cerebrovascular disease, ischemic heart disease,
HIV/AIDS, and colorectal cancer). However, even in these cases mortality trends were only partly associated
with the periods identified as capturing the introduction of health care interventions. Applying an age-limit
(<75 years instead of all ages) added hypertension, rheumatic heart disease and leukaemia to the list, but
excluded colorectal cancer and ischaemic heart disease.

The results of each of the preceding steps were summarized and 23 experts involved in the use of health
care indicators were asked to assess the likelihood that variations in mortality from the 14 selected

conditions reflect variations in the effectiveness of health care. In a Delphi procedure with two rounds, the
experts reached consensus on only 3 out of these 14 conditions (colorectal cancer, cervical cancer, and
cerebrovascular disease).

An electronic atlas was prepared which presents mortality from 45 potentially amenable conditions for 30

European countries.



1. Introduction

1.1 Background

Health systems have three goals: to improve the health of the populations they serve, to respond to the
reasonable expectations of those populations, and to collect the funds to do so in a way that is fair*. The first
of these, health improvement, has traditionally been captured using broad measures of mortality, such as
total mortality, life expectancy, premature mortality or years of life lost, while more recently this has been
supplemented by measures of the time lived in poor health, exemplified by the use of disability adjusted life

years.

These measures are being employed, increasingly, in comparisons among and within countries, as a means
of assessing the performance of health systems. Their main advantage is that the data are generally
available. They do, however, have some important drawbacks, the most important of which is that they fail to
distinguish that component of the overall burden of disease that is attributable to health systems and that
which is attributable to actions initiated in sectors other than the health sector. The 2000 World Health
Report sought to overcome this problem by adopting a very broad definition of a health system as “all the
activities whose primary purpose is to promote, restore or maintain health”.! Thus, by means of a somewhat
circular logic, it was possible to justify the use of disability adjusted life years lived as a measure of
performance. However, in many cases, policy-makers will wish to examine a rather more narrow question,

how is a particular health system performing in the delivery of health care?

One approach makes use of the readily available mortality data at population level in many countries, and is
based on the concept that deaths from certain causes, and at certain ages, should not occur in the presence
of timely and effective health care. This concept originates from the Working Group on Preventable and
Manageable Diseases led by David Rutstein of Harvard Medical School in the USA in the 1970s.> The group
introduced the notion of ‘unnecessary untimely deaths’ that should be considered as ‘sentinel health events’

and so providing a marker of the quality of care.

Charlton et al. (1983) were the first to apply this concept at the population level to analyse regional variation
in mortality in England and Wales in 1974-78, also introducing the terms ‘avoidable deaths’ and ‘[conditions]
amenable to medical intervention’.®> Based on Rutstein’s list they selected 14 disease groups chosen to
reflect different aspects of health care, including primary care, general practice referrals to hospitals and
hospital care, with age limits set for each cause, most often 5-64 years.* The concept was subsequently
adopted widely, particularly in Europe, applying it to routinely collected mortality data. It gained momentum
with the European Commission Concerted Action Project on Health Services and ‘Avoidable Deaths’,
established in the early 1980s. Building on the work by Charlton et al. (1983)4, the project led to the
publication of the European Community Atlas of ‘Avoidable Death’ in 1988*, a major work that has been
updated twice.®” Subsequent work has expanded the list of causes of death considered avoidable, reflecting
advances in health care, and increased the upper age limit for these deaths, reflecting improvements in life

expectancy.?



Much of the work on avoidable mortality dates back to the 1980s and early 1990s. More recent work by Nolte
and McKee (2004), which reviewed the available evidence on avoidable mortality, demonstrated that the
concept may serve as a potentially useful tool to assess the quality and performance of health systems.®
That review applied an amended version of the original lists of avoidable causes of death to countries in the
European Union (EU-15), providing clear evidence that improvements in health care have had a measurable
impact on population health in the region during the 1980s and 1990s. However, their review also highlighted
several limitations of the concept of avoidable mortality and corresponding indicators as they have been
used so far, suggesting that there is much that can be achieved by revisiting and updating the list of

avoidable causes of death to reflect the changing scope of health care.

1.2 Rationale for the AMIEHS project

The need for renewed research efforts in the area of avoidable mortality can be seen on several levels: First,
there is a need to update the older work, both with regard to the selection of causes of death and the
countries included in the analysis. With the possible exception of work by Tobias and Jackson®, analyzing
avoidable mortality in New Zealand, the majority of work on avoidable mortality, including the third and last
edition of the EC Atlas of ‘Avoidable Death’ of 1997, uses a very limited group of causes of death. Given the
almost unprecedented changes in health care since the concept was first applied in the early 1980s,
previous selections of causes of death seem no longer justifiable as they likely underestimate the ‘true’
contribution of health care to population health. Second, much of the work on ‘avoidable’ mortality limited this
concept to deaths before, for example, the age of 65.° This figure seems inappropriately low in the light of life
expectancies that are now being achieved in many European countries. More recent work has used an
upper age-limit of 75 years but that work did not take account of the large difference in life expectancy
between men and women (about 75 and 80 years respectively). This issue has so far received little attention
and needs to be addressed in a systematic way. Finally, the 1997 edition of the European Community Atlas
of ‘Avoidable Death’ presents data for 1985-1989 only and covers those countries that were then members
of the EU (excluding Luxembourg).” A separate ‘Atlas of leading and ‘avoidable’ causes of death’, also
published in 1997, presented corresponding data for 14 countries in Central and Eastern Europe, but again
covering the late 1980s only."® As the European Union has subsequently expanded with an additional 12

countries, there is an urgent need to update this work.

1.2.1 Terminology

The main aim of the AMIEHS project is to create a list of conditions for which variations in mortality between
countries are likely to reflect variations in performance of health care systems in 2000-2005. In other words
conditions that are amenable to medical interventions. In order to avoid confusion in the AMIEHS study the

term “amenable mortality” instead of “avoidable mortality” will be used.



1.3 The AMIEHS project

The AMIEHS project (Amenable Mortality in the European Union, towards better Indicators for the
Effectiveness of Health Systems) began in March 2008. The overall objective of the AMIEHS project,
funded under the European Union's Public Health Programme and implemented through the Executive
Agency for Health and Consumers (EAHC) (Agreement no. 2007106), is to develop an agreed definition of
amenable mortality for Europe, and to derive a set of validated amenable mortality-based indicators of the

effectiveness of health systems which can be used in routine surveillance systems.

The AMIEHS project brings together partners in seven EU countries. It is led by the Department of Public
Health at Erasmus Universitair Medisch Centrum (Erasmus MC), Rotterdam, The Netherlands, and
coordinated jointly with the London School of Hygiene & Tropical Medicine, London, United Kingdom.
Further partners are: Uppsala University, Sweden; Institut National de la santé et de la recherche médicale
(Inserm), France; University of Tartu, Estonia; NRW Institute of Health and Work (Liga), Germany; and
University of Valencia, Spain. The project has established an Advisory board comprising international

experts and stakeholders to ensure a high level of scientific quality and policy relevance.

The project was scheduled for a period of 36 months with a total of ten work packages to be completed, of
which 7 work packages involve the identification of indicators (WP 1-7) and 3 work packages involve
coordination (WP 8), dissemination (WP 9) and evaluation (WP10) of the project. In this final report we
describe the complete work of the AMIEHS project, which covers the period between 1-3-2008 and 1-7-
2011. This report summarizes the main results of the AMIEHS project and presents the results from the
individual work. For the seven participating countries a country specific report was prepared in which trends
and associations are interpreted by the individual partners, these are included in appendix G. For this study

a website was constructed: http://amiehs.Ishtm.ac.uk/
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2. Identification of amenable causes of death (Resu  Its of work package 1)

Authors: Bernadette Khoshaba, Martin McKee
Affiliation: London School of Hygiene and Tropical Medicine, United Kingdom

2.1 Introduction

since 1970; a The concept of amenable mortality was developed by Rutstein and colleagues in 1976". It was
based on the premise that deaths from certain causes, and at certain ages, should not occur in the presence
of timely and effective care. Subsequent work has expanded the list of causes of death considered
amenable, reflecting advances in health care, and increased the upper age limit for these deaths, reflecting
improvements in life expectancy®. The concept has also been refined to include differentiation of causes
amenable to the health care system and those to public health policy®, while specific causes have been
partitioned into the proportion to which reductions are attributable to primary, secondary, and tertiary

actions®.

In recent years, amenable mortality has undergone something of a renaissance. In part this reflects the
much greater interest in performance of health systems, stimulated by the 2000 World Health Report, with
improved tools being sought avidly by policy-makers seeking to determine whether they were getting value
for money. An example was a study showing that deaths from amenable mortality in the USA around the
year 2000 had hardly changed at a time when other industrialised countries were experiencing substantial
declines.’> As a consequence, a number of governments and international agencies explored how rates of
amenable mortality could be used for regular monitoring and comparison of health systems. However, this
represented a departure from how amenable mortality had been used, with the original aim being to identify
deaths that would point to specific aspects of care requiring more detailed examination. For this reason, it
was timely to reflect on whether the concept of amenable mortality could indeed be adapted when used in

the aggregate to assess the performance of health systems.

2.1.1 Objectives

This report describes the outcome of work package 1 of the AMIEHS Project, which sought to develop a set
of indicators of health system performance based on the concept of amenable mortality. In this limited task
we identified causes where death rates were falling and where evidence was available that deaths could be
avoided due to a discrete intervention introduced year chosen because of the ease of availability of mortality
data. This pre selection of causes of death enabled the next stage of the project to be undertaken, whereby
trends in deaths from such causes in a range of countries were correlated with the introduction of the
interventions in question. Consequently, our findings should not in any way be seen as generating a
comprehensive list of deaths amenable to health care. 27? ; causes where there was
evidence that despite effective interventions these were introduced at a time of rising incidence, so that the
net effect was that mortality was increasing. There were also causes where deaths were falling but, as far as
we could tell, this was due to the combined increment, and on the available evidence inseparable, effect of
innovation, improved coverage, and quality of a range of interventions and innovations. An example would

be where an effective drug was developed and used initially on a small group of patients, with subsequent



lowering of the threshold for treatment, leading to expansion of the population treated, increased expertise in
managing side effects, and subsequent safer preparations were developed, or where an improved surgical
technique was introduced but at the same time as other improvements in anaesthetic technique. Finally,
there were causes where the continued benefits of treatment were apparent, but where the key intervention
was introduced before, and in some cases long before, 1970. Examples include many common infections
treated by antibiotics, or diabetes treated by insulin. These were all causes amenable to health care but not
relevant to the next stage of the AMIEHS project, in which evidence was collected on the timing on

intervention introduction which corresponded to the conditions identified here in several European countries.

2.1.2 Defining the desired properties of amenable mortality indicators

Evidence of decline in mortality

For a cause of death to have been selected for the next stage of the AMIEHS project, it had to demonstrate
that death rates had fallen by an appreciable amount. Only then was it possible to ascertain whether this was
due to improvements in health care. It is recognised that there are conditions where health care has been
able to reduce mortality yet overall death rates have increased, as incidence has outpaced health care
progress. An example is malignant melanoma where there have been modest improvements in survival due
mainly to earlier detection but where, at least in Northern European populations; there has been a marked

increase in incidence due to greater exposure to ultra violet light.

Hence, an initial screen of potential causes of death should identify those where deaths have fallen
appreciably. Given the scope for artefact to arise as a result of coding of cause of death, we selected one
country (England and Wales) and the interval between the beginning and end of the use of the 9" Revisions
of the International Classification of Diseases (ICD) (1979-2000). This provided a 21 year period during

which it would be anticipated that any benefits attributable to health care would be seen.

Sufficient numbers

An indicator of amenable mortality (AM) is of little use if it causes no or only a few deaths each year. Hence,
it was felt necessary to impose a threshold for inclusion, where causes of less than a given number of deaths
in one of the larger European countries would be excluded. While this threshold is, inevitably, somewhat

arbitrary, for the present purposes we selected 100 deaths in England and Wales in 2000.

Specificity

Some registered causes of death were underlying conditions, with affected individuals dying from a wide
range of other disorders, such as infections. Others were complications of underlying disorders, such as
septicaemia. It was difficult to ascertain what specific interventions accounted for any observed decline and
therefore we excluded these conditions from consideration. Similarly, there were some causes of death

where it was not possible to identify a plausible intervention.

Timing of effect
In its original conceptualisation, amenable mortality included some conditions where medical care could do
little to prevent death once the disease process had occurred but where the onset of the disease could be

prevented by health promotion activities. This is exemplified by lung cancer, where, it was argued, health



professionals could be effective in preventing people smoking or encouraging them to quit. However,
assuming they were successful, the deaths that would then be avoided would occur several decades later.
Clearly, this is incompatible with the idea that contemporary rates of amenable mortality reflect the current
performance of health systems. Hence, only those deaths that could be prevented by contemporary
interventions were included. The definition of contemporary is inevitably somewhat arbitrary but we set it at
five years, this a time period used to assess what is popularly considered as “cure” in analyses of cancer

survival.

Direct evidence of improved survival (lead time bias)

Cancers are unusual because it is possible to use data from registries to identify improvements in survival.
Although data need to be interpreted with some caution because of known problems, such as lead time bias,
the absence of an improvement in 5-year survival indicates that a condition would not be included in a list of
potential indicators. We extracted changes in cancer survival from successive waves of the EUROCARE

study.

Evidence of impact of health care on observed decline in mortality

Where possible, we obtained previous research that had examined reductions in mortality at a population
level and the contribution of health care made to those reductions. It was often necessary to draw on natural
experiments, where it was possible to determine when new treatments were introduced. An example is the
introduction of HAART for patients with AIDS, where death rates fell very rapidly. In other cases, even where
detailed data were unavailable, it was possible to infer the impact of health care where there had been wider
system change. An example is the political transition in Eastern Europe around 1990. The opening of
borders to modern pharmaceuticals and ideas of evidence-based medicine made it possible to provide
treatment that was previously denied to sufferers from many chronic diseases. Thus, in countries such as
Estonia, there was a rapid decline in mortality from stroke, almost certainly as a result of better treatment of

hypertension, at a time when such deaths were increasing in neighbouring Russia.

Evidence of effectiveness of interventions

Where possible, evidence of mortality reduction was sought from clinical trials. However this often proved to
be difficult. Firstly, many trials measured intermediate outcomes, rather than mortality itself. Second, most
compared incremental advances in treatment with what went before, rather than with no treatment. Third,
randomised controlled trials also face the problem of external validity, as they often exclude both children
and older people, those with co-morbidities, and historically, women. Further evidence of effectiveness was
sought from other types of studies i.e. observational, natural and historical data. In addition, a ‘grading’ was

applied to the level of evidence available during the search period of this study.

Grading of evidence

The numerical rating below was used to grade the evidence:
Evidence of decline attributable to health care

3 — Evidence from population-based registers (e.g. cancer registries) of reduction in mortality among known

cases



2 — Published studies describing decline in mortality at population level where investigation has identified

health care interventions as the most likely explanation

1 — Published studies describing decline in mortality at population level where investigation has identified

health care interventions as one among several explanations
Evidence of effectiveness of interventions

4 — Evidence from systematic reviews or meta-analysis

3 — Evidence from one or more randomised controlled trial

2 — Evidence from observational studies

1 — Consensus statements or expert opinions

Timing of interventions

For these purposes, we sought conditions where we assessed the impact of effective treatment since 1970,
key interventions that were widely available long before this period were excluded. However, as noted
above, conditions that were excluded for this exercise were retained in a separate comprehensive list of
conditions amenable to health care.

System boundaries

One of the most difficult definitional issues in assessing health system performance is how to define the
borders of a health system. The 2000 World Health Report adopted an essentially pragmatic definition as it
was necessary to include all of the WHO’s 193 member states, the majority of which had no functioning
system of vital registration and certainly no possibility of ascertaining causes of death. As a consequence, it
defined the health system extremely broadly as all the activities whose primary purpose is to promote,
restore or maintain health. This included a range of inter sectoral actions. It is, however, difficult to justify
holding the health system to account for actions that others must take. For this reason, we proposed that the
boundaries were to be drawn more tightly, to include interventions delivered by those working what is
unambiguously the health care system but also those developed by public health agencies, such as

immunisations and screening for cancer.

2.2 Developing a list of core AM indicators

‘Operalisation’ of the desired properties of indicators

In order to produce a core list of AM conditions, each of the above criteria were operationalised and applied
in a stepwise approach using the mortality data set of the Office of National Statistics for England and Wales
and the interval between the beginning and end of the use of the 9™ Revisions of the International
Classification of Diseases (ICD) between 1979-2000. Of 644 3 digit ICD codes, 544 had one or more deaths
in 2000 (Step 1). 160 codes had 100 or more deaths in 2000 (Step 2) and, of those, 54 exhibited a decline in

age-standardised mortality of 30% or more (Step 3). These steps are set out in Figure 2.1.
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We then inspected the results (Table 1, appendix A) to identify ICD codes where, although individually falling

below the threshold of 100 deaths/ year, they could logically be amalgamated to form groups that exceeded

the threshold (Step 4). We have also grouped those causes that are individually above the threshold but

form a clinically coherent grouping linked to a single intervention (Table 2.2). However, we recognised that

further work would be necessary to consider causes of death that, while maybe few in England and Wales,

are more common elsewhere.
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We then screened the causes remaining after Step 4 and excluded those, such as septicaemia, where the

cause of death was most often one of the terminal events in a complex combination of disorders, and where

successful treatment would require a range of interventions (e.g. resuscitation, antibiotics, treatment of organ

failure, and treatment of the underlying condition). We also excluded those causes of death where the timing

of the terminal event precluded intervention (e.g. sudden unexplained death). A summary of potentially

included causes and aggregation into clinically meaningful groups are depicted in 2.2.
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Literature searching in support of evidence decline in mortality

Having established a preliminary list of conditions for possible inclusion, we initiated the search for evidence.
Once the putative “amenable” conditions had been established from the steps set out above, evidence was
then sought to identify healthcare interventions that could in principle prevent deaths from such causes. A
search of electronic bibliographic databases listed below was undertaken to identify such interventions,
drawing on a range of sources of evidence, mainly involving high quality study designs such as randomised
trials and systematic reviews of interventions but also including historical studies as well as trend analyses
and observational studies. Information on interventions includes not only when they became available but, as
important, when evidence that they were effective in reducing mortality was available. For example, drugs to
treat hypertension were available from the early 1950s but were not widely used because of side effects. The
rapid growth in their use followed both the development of safer products and the publication of research

showing that treatment reduced deaths from stroke ®*°

. The literature search used the following electronic
bibliographic databases: Medline, Embase, Scopus (abstract and citation database of research literature and
quality web sources), CINAHL (nursing and allied health database), Web of Knowledge, Cochrane Library,
Trip database and Zetoc (science journal and conference records). Reference lists from relevant articles and
journals were followed up. The search terms (Box 2.1) were used in combination with each of the conditions
shown in table 2.2. The search was not restricted to a particular time period (except of course that set by a
given database, e.g. Medline covers articles that were published from 1950 onwards). Additional information
was extracted from successive waves of the EUROCARE study, results of which are summarised in

Appendix A, Table 2.
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Exceptions

This process was undertaken to identify causes of death/ intervention combinations to be used in Work
Package 2 and was designed to be as systematic as possible, working from observed reductions in mortality
to evidence of effectiveness of interventions. However, it became apparent that this served to exclude one
important condition, AIDS, because there was no code for it in the initial version of ICD-9. Consequently, it
was treated as an exception and, as there was evidence of effectiveness of treatment, it was included. One
other coding issue became apparent for neonatal deaths. The UK mortality data for all neonatal deaths in
2000 was coded as ‘0000'. Hence, due to this coding issue conditions originating in the perinatal period will
also be treated under this exception rule and included. In addition, although the number of deaths from
testicular cancer in 2000 was under 100, we are aware from other evidence that rates remain high in other

European Union countries™.

Pre-selection of amenable causes of death

This process generated a list of causes of death and evidence along with appropriate key interventions,
presented in Table 2.3. This table catalogues interventions that, on the basis of the available evidence
reviewed, may be considered as preventing deaths from the relevant causes they are listed against, and also
interventions that in the majority of cases capture new advances in health care that have been developed or

introduced after the initial intervention/s.

ICD Coding and quality scoring of available evidence

As the AM conditions had been identified through this process, the ICD coding for each of the conditions was
amended and subsequently used in work package 4. Changes were based on the Eurostat pre-existing
shortlist and Inserm-CépiDc coder's expertise. The nature and quality of the evidence for an effect of

healthcare on mortality and for effectiveness of specific interventions is summarised in Table 2.4.

2.3 Discussion

It is important to recall the primary purpose of this Work Package. It was not to generate an exhaustive list of
conditions amenable to health care. Rather it was to identify conditions that can be linked to a specific
intervention that can be expected to reduce mortality by 30% or more, so that the timing of introduction of
this intervention and any effect on mortality can then be examined in a range of European countries.
Therefore, no previous lists of ‘amenable mortality’ were used to operationalise our selection process, partly
due the lack of consensus on the definition of ‘amenable mortality’. Based on the above arguments, the
indicators of amenable mortality that were identified in this study were deaths from those conditions where
we can identify interventions that can reduce deaths and for which variation in mortality rates (over time or
across populations) reflects variation in coverage and quality of health care (preventive or therapeutic
services delivered to individuals). To be included in the list, the specified key intervention (or package of
interventions) must be shown (by either patient level studies e.g. randomised controlled trial; or population
level studies or both) to be capable of reducing the associated mortality from the linked condition by >30%.

Furthermore, the intervention should have been introduced post 1970.



2.4 Conclusion

Any list of causes of amenable death is, of necessity, dynamic, reflecting changes in both diseases and the
scope to treat them. Variations in diagnostic practices and cause of death coding also impact on international
comparisons. However, the aim of projects such as this is to reach a consensus at a particular point in time
so enabling robust international comparisons and target setting. Amenable mortality can never be more than
an indicator and cannot, on its own, provide definitive evidence of health system performance. Above all, it is
important to bear in mind that with evolving diseases and advancement in health care these indicators

cannot be set in stone and will undoubtedly change over time.
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3. Analysis of the introduction of new health care interventions (Results of work
package 2)

Authors: Ragnar Westerling, Marcus Westin
Affiliation: Uppsala University, Sweden

3.1 Introduction

In work package 2 the introduction of new interventions that are likely to have reduced mortality from
specific amenable causes of death is analyzed for seven European countries.
It does so by fulfilling the following tasks:

To review the literature on the introduction of health care interventions

To acquire data on diffusion of new interventions in selected countries

To determine the timing of the introduction of interventions in these countries

3.1.1 The concept of Diffusion of Innovations

The concept Diffusion of Innovations (DOI) can arguably seem to emanate from the article by Ryan &
Gross in 1943, in which they discussed the diffusion of usage of hybrid seed corn in two lowa
communities *. Perhaps most notable legacy of their work is the S-shaped curve (Fig 1) which illustrates
the cumulative adoption of an innovation, validated by a multitude of subsequent studies. The theoretical
framework with regard to DOI is closely associated with Everett Rogers ever since his book “Diffusion of
innovation” . Rogers defines DOI as “the process through which an innovation is communicated through
certain channels over time among the members of a social system” 3,

There are five more or less distinctive key components in diffusion theory: the innovation, the adopter, the

individual adoption process, the communication channel and the social systems.

The Innovation

According to the theory of diffusion the individual perception of the innovation would influence the
introduction of the innovation. There are several factors of importance for the perception of the innovation,
for example, Relative advantage (does the individual perceive the change as beneficiary), Compatibility
(innovation has to be in line with values, beliefs and needs of the individual), the Complexity of the
innovation (simpler is “better”), Trial ability (is it possible to test the innovation before it needs to be fully

implemented) and Observability (the ease with which potential adopters can observe early adopters).
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The Adopter

The adaptors can be characterized by their degree of innovativeness, classified into five different
categories; Innovators, about 2,5 percent of the “population”. They are not opinion leaders, but prone to
novelty and with little to lose. Early adopters, constitutes the “population found between the 1% and 2" sD
and includes opinion leaders that interact with innovators and like-minded persons. They have the
resources and risk tolerance to try new things. Thereafter follows the early majority, next third of the
population, who tend to rely heavily on the early adopters. The Late majority, another third of the
population, relies in turn on the early majority. They are considered more conservative and will not adopt
an innovation until it is standard practice. Finally, the “laggards”, (or traditionalists), caring for the ‘old
ways’, are critical towards new ideas and will only accept it if the new idea has become mainstream or

even tradition.

The Individual adoption process

The theories also include models for the individual adoption process, i.e. a stage-ordered model of
awareness, persuasion, decision, implementation and continuation. These models describe the mental
process through which an individual passes from first knowledge of an innovation to forming an attitude
toward the innovation, to a decision to adopt or reject, to implementation of the new idea, and to

confirmation of this decision.

Communication channels

A communication channel is the means by which messages get from one individual to another. Mass
media channels are more effective in creating knowledge of innovations, whereas interpersonal channels
are more effective in forming and changing attitudes toward a new idea, and thus in influencing the

decision to adopt or reject a new idea. Most individuals evaluate an innovation, not on the basis of



scientific research by experts, but through the subjective evaluations of near-peers who have adopted the

innovation.

The Social System

The social system constitutes a boundary within which an innovation diffuses. The structure of the social
system; i.e. where diffusion trickles from informal opinion leaders to potential adopters by the perception
of social pressure to adopt. These motivations and time of adoption are related to and can be predicted

by each adopter’s structural position in the network of relations that tie the social system together 4

3.1.2 Previous empirical studies on diffusion of technology

There are also several published empirical studies on diffusion of innovation. Commonly, these are
mainly descriptive studies showing the variation in the time of introduction of new innovations. Other
studies aim at analyzing factors that could explain the process of diffusion. Furthermore, there has been
concerns about inequity in medical care related to variations in the diffusion of innovation to different
population groups such as racial and ethnic disparities >8 as well as gender and age differences ° Most

studies are analyzing the diffusion inside a specific country but some make international comparisons 1013

Studies on diffusion of innovations have been based on a variety of empirical data such as health
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administrative data * =, medical records or questionnaires to or interviews with key informants or
pharmaceutical drugs official data on registration as well as sales and prescribing statistics of
pharmaceuticals * ** '® have been used. For advanced technical equipment international data are

available which have been collected by OECD 9,

3.1.3 Controlling diffusion

Medical innovations are most likely to be, if adopted, a considerable driver of health care expenditures 20
L Even if there is an ongoing debate whether this increasing cost is balanced or even outweighed by
total benefits %, policy makers seek to seize control by not letting technical/medical innovations diffuse by
chance. Health Technology Assessment (HTA) is thought to be a systematical process that will give
policy makers sufficient information for deliberate decisions with regard to funding and investment. HTA
also contain the systematic review of published research studies and scientific evidence that constitutes
the backbone of Evidence Based Medicine (EBM)23. To what extent HTA has a substantial impact on
diffusion is not particularly well investigated. One study shows that it at least influences diffusion, but not
necessarily in the direction anticipated by the policy maker . One specific outcome of HTA/EBM is
clinical guidelines, which can be issued from health care connected governmental authorities in order to

maximize cost-effectiveness, illustrated by the work done by NICE in GB and SBU in Sweden.



3.1.4 Implications on diffusion of innovations

Rogers’s theoretical framework relies heavily upon the individual and decisions are made by individuals.
However, since the introduction of EBM changes in clinical practice and clinicians behaviour are now
increasingly linked also to organizational changes % The implementation of clinical guidelines has gained
much interest and today, the implementation rate (diffusion) of clinical guidelines in clinical practice can
be understood by the theoretical framework developed initially by Rogers *°.

One major issue is the common finding that the transition of clinical research into daily clinical practice
either fails or is delayed ', which has shifted focus from adoption to implementation. This shift in focus is
also valid when analyzing differences between new pharmaceuticals and cancer screening programs (or
EBM/Clinical guidelines). This could be considered analogue to a shift from diffusion of innovations
between peers in a horizontal network to a top-to-bottom implementation program instituted by “policy
makers”. The previous notion that diffusion of innovations is a linear process with focus on adopters has
somewhat shifted into a much more contextual focus®, where innovational practices and technologies are
continuously interpreted and reframed in accordance with local context and priorities, including

“negotiating” power balances between different professional groups 2 *.

3.2 Material and methods

A feasibility study concerning data on the timing of introduction of innovations was performed based on
the key innovations for four potential indicators of amenable death in the project. These indicators were
cervix cancer, breast cancer, testicular cancer and pneumonia. For each of these indicators the key
innovation was defined according to the literature review results from the work of WP1. A questionnaire
was developed and answered by the participating partners from the United Kingdom, the Netherlands,
Germany, France, Spain, Estonia and Sweden. The partners were asked to identify sources of
information about the introduction of the innovations and also describe the time of introduction. The
source of data asked for were as follows: national decisions about organized medical programmes,
national guidelines, committee reports, scientific papers, official registration of licensed pharmaceuticals
and statistics of the sales/purchase of pharmaceuticals. The interventions included represented screening
programmes for cervical cancer and breast cancer (mammography) and pharmaceutical treatment for

breast cancer (Tamoxifen), testicular cancer (Cisplatin).

The feasibility study illustrated that it would be appropriate to use different sources of information in order
to define the time for introduction of medical innovations. In some cases, there would be a time period
during which the innovation is introduced in a specific country. Data would be available for the registration
of pharmaceuticals and from most countries for the decision to introduce screening programmes. For

pharmaceuticals, sales statistics would also be available in several countries but mainly these would not



be linked to the indication for prescription. For historical innovations the feasibility study showed that it
would not be feasible to collect data on the timing of innovation. Based on the experiences of this first
guestionnaire another formula (Appendix A) was developed to collect the corresponding data for the

defined amenable death indicators.

Innovations were included based on the information produced by WP1. For the list of preliminary
indicators of amenable mortality, the defined key interventions which have been developed after 1970
were included in the study. Furthermore, a new generation of interventions introduced after 1970 with a
potential effect on mortality was recognized from the work of WP1 and included in the study. The choice
to include also these interventions is based on an assumption that not only one key intervention may be
of importance for the outcome, but that for several conditions, there may be multiple interventions
influencing the mortality trends. Historical innovations developed before 1970 were not included in the

study.

A total of 18 innovations representing 14 causes of death were recognized and included in the final
analyses. These interventions are listed in Table 3.1. The main part of these interventions involved
causes of death related to malignant neoplasm and causes of death related to cardiovascular conditions.
Both diagnostic and therapeutic measures as well as screening programs were included in the study.
Several of the therapeutic interventions were pharmaceutical, mainly representing a single
pharmaceutical with a key effect at the time of innovation. For some causes of death related to cancer the
introduction of a pharmaceutical in combination with either of chemotherapy or high dose therapy was
also studied. For cardiovascular diseases several of the interventions were preventive, but some were
innovations that involved a more intensive acute treatment, for instance stroke and ischemic heart
disease. Other interventions that included pharmaceuticals were related to HIV, peptic ulcer and

immunosuppressive treatment for kidney transplantation.
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For these specific innovations, a questionnaire was developed and answered by the participating partners
from the United Kingdom, the Netherlands, Germany, France, Spain, Estonia and Sweden. The partners
collected data from official sources and from experts in the fields of medicine. In the questionnaire data
were requested both at the start of the introduction of the innovation as well as the implementation. For

the first part, documents on the official and organized introduction were asked for. These were for



instance, the registration year for pharmaceuticals and the year of national decisions, programs and
guidelines for other interventions. To get information on the implementation of the interventions, data on
scientific or committee reports evaluating the implementation were requested. For pharmaceuticals, sales
statistics were collected, if available. This data may be used to verify that the medicine has been available
in the respective country and also to analyze the speed of the implementation. To facilitate comparisons
between countries, statistics on Daily Defined Doses (DDD) were asked for. Sales statistics were
available from Sweden (1987-2008), Estonia (1999-2008), Germany (1999-2008; hospital data and
privately insured not included) France (2002-2007), United Kingdom (mainly 1999; hospital data not
included) and Spain (2000-2008; hospital data not included). The measure used differed between
countries and pharmaceuticals. Sales statistics measured by DDD was mainly available from Sweden,

Estonia and Germany.

Furthermore a literature review was performed for each innovation and country. Articles registered in
MedLine with any of the key words (or words in title or abstract) “standards, guidelines, official policy,
consensus development, evaluation studies or clinical trial” in combination with the terms for the
innovation and the country names were scrutinized for applicable information. The country
representatives were asked to comment on the data found and to collect further data based on the

information.

The data from the questionnaire and literature review were combined in order to get several indicators of
the diffusion process of the specific innovations in each country. We looked for both very early indicators

of early adaptors introducing the method and indicators of a continued diffusion of the method.

To produce data for analyses of the association between timing of innovations and the mortality trend in
WP5 a hypothesis of the expected time period for a favourable shift in mortality trend influenced by the
introduction of the method was defined for the different innovations in each country. This hypothesis was
based on the results from analyses of the combined data. The criteria for defining this year are presented
in Table 3 (appendix A). A time period of 5-10 years was defined during which we would expect an effect
on the mortality outcome (Table 3.3). The criteria for choosing this time period were based on theories on
diffusion of innovation, scientific reviews of the implementation of innovations in general, specific
information about the introduction and implementation in each country and estimates built on the data
from all countries (Table 4-19, appendix A). For defining the last year of the time period, both an expected
time period for the implementation and a time period for the potential medical effect on mortality were
considered. However, the total time period studied was limited to a maximum of ten years in order to

reduce the potential effects of other factors outside the control of this study on the mortality trends.

The starting year of the time period for the expected favourable shift in mortality was defined as the
indicator year of the introduction of the innovation (Table 3, appendix A). For this indicator year a
sensitivity analysis was performed indicating whether the year of introduction was classified based on a
direct indication or not. The starting year of a clinical trial or study was considered to be a direct indication

of the year of introduction (Table 3.2)



' ! ) % ; 3 3/
$ 3% ) / 3/ % % %
! "l ¢l !
% & & ! $! +, !
' & &
& &
& &() & (
& & $! I /!
& & - (
%& 0 && "l "$! * e "1
E) & & "1 ! ! ! "1!
%& & '& & * +, FH "
& "1 "1 "# !
& & 2 (
( L +,, $
((C o &
(
34
( " "1 "l ! +, "$!
(&
& (& 3
& (& *, T o y
&
& 0 * +,, "#
(
(
2 & +,, * u$
&
& &
5 & & "l $ "1!
( &
& 0
0 &3 ,
! *1 | / $!
26 0 !
1 1! +, 0,
& 3
7 30 ! 1! / # "
(




((& & " "1 # "

3.3 Results

For about half of the innovations studied the timing of the introduction varied less than ten years between

the different countries (Table 3.3). However, for other innovations the variation was larger.

In the field of prevention and treatment of circulatory diseases the introduction of most of the studied
innovations varied between 6-10 years among the countries. For instance ACE inhibitors were introduced
for heart failure in most countries in the late 1980s or early 1990s. However, these drugs were available
for other indications earlier also in the countries where the registration for the specific indications studied

were comparatively late.

Also for antihypertensive treatment the increase in the number of persons treated for hypertension mainly
occurred in the same decade, i.e. in the 1970s. However, there was a difference between the countries
when antihypertensive medication was used systematically for the prevention of stroke. In Sweden,
prevention of cerebrovascular disease was introduced already in the 1970s, while in some other countries
this was established first in the 1990s. For secondary prevention of myocardial infarction the introduction
of beta-blockers was more equal in the different countries. This method was introduced in the late 1970s
or 1980s.

For acute treatment of cardiovascular disease the results differed. Intensive management of
cerebrovascular disease seems to have been introduced at a similar time in the different countries, i.e. in
the 1990s.
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N.h.d.: No hypothesis defined;
N.d.: No data

1)CT scan;thrombolytic therapy(main basis for hypothesis); surgical treatment of aneurysms in subarachnoid

haemorrhage

For coronary care units for acute management of ischaemic heart disease, the pattern seems to be more

complex with a variation in introduction and a slow diffusion in some of the countries.

Also in the cancer field most of the innovations were introduced fairly close in time. In most cases the

time span was between 7-9 years among the countries. This was for instance the case for both diagnostic

procedures and treatment for colorectal cancer. Systematic diagnostic examination of malignant

colorectal neoplasm with colonoscopy or sigmoidoscopy seems to mainly have been introduced in the

1980s, while treatment with Oxaliplatin was introduced in the 1990s or early 2000s. Also for leukaemia

improved treatment of the disease process and complications seems to have been introduced fairly close

in time, i.e. mainly in the 1970s. For high dose therapy and peripheral blood stem cell transplantation of

patients with Hodgkin's disease the pattern was complex. There were indications of a variation in




introduction year and low numbers of patients treated during some periods as well as a professional
debate about the method during the 1990s. Also, for cervical screening and mammography there was a
considerable variation. In some countries organized cervical screening started in the 1970s or in the
1980s while in other countries this method has not yet been generally implemented. For mammography,

the timing of introduction varied between the 1970s and the 2000s.

For some pharmaceuticals, the introduction was later in Estonia then in the other countries. In the cancer
field, this was the case for treatment of testicular cancer with Cisplatin. This medication was introduced in
most countries in the 1970s. In Estonia; however, the introduction seems to have been delayed until the
1990s. A similar pattern was found for treatment of peptic ulcer with Cimetidine. This was true also for
treatment of breast cancer with Tamoxifen, although the variation was fairly large also among the other
countries. Also for immunosuppressive treatment with Cyklosporin for kidney transplantation of patients
with acute nephritis or nephrosis (renal failure) the introduction was later in Estonia, although the
difference was not that large. The medication was introduced in most countries in the early 1980s but in
Estonia first in the early 1990s. The introduction of treatment of HIV with anti-retroviral drugs, however,

seems to have been fairly similar in the different countries in the late 1980s or early 1990s.

We used a wide range of data in order to indicate the introduction and diffusion of new innovations. In
many cases the earliest indications found were reports form clinical trials or other clinical studies and in
several cases these were published before the registration of medical drugs for specific indications. In
other cases a national registration, decision or program was the starting point for the introduction, but
these may also have been at place later on in the diffusion process. This was also the case for clinical
guidelines, which in many cases was published after the first introduction of the method in a specific

country.

The number of direct indications of the year of introduction varied between the different causes of deaths
(Table 4). For treatment of HIV with anti-retroviral drugs, heart failure with ACE inhibitors, breast cancer
with Tamoxifen and systematic diagnostic examination of colorectal cancer with colonoscopy or
sigmoidscopy the indications of the year of introduction was mainly direct by for instance information on
the starting year of a clinical trial. However, for coronary care units, increase in numbers treated for

hypertension and cervical screening the information was more indirect.

3.4 Discussion

We found variation in diffusion of innovations in line with the theories of such diffusion. Differences
between different countries are, with regard to diffusion theory, almost unconditional. One of the “pillar

stones” in the concept of diffusion of innovations is the importance of the social system; i.e. the structural



system within a boundary wherein diffusion occurs, which may vary between countries ¥ The theory is
as applicable for comparing the diffusion between different commodities within one system as comparing
the diffusion of the same commodity between different social systems. Thus, difference in social systems
implies differences in diffusion. International comparisons with regard to how medical interventions diffuse
in different countries exist, but the findings are not entirely homogenous, except for some aspects;

24 32 33

countries with an above average health spend have an increased diffusion and countries with

single state agencies in control of health care expenditures are more prone to have control of diffusion

(i.e. slows diffusion down) than states with multiple insurance schemes (rapids diffusion)24 3

. It may
hence be possible, to compare different countries with regard to being early adopters, early majority etc in

analogy with the theory of diffusion of innovations.

For several pharmaceuticals first introduced in the 1970s and 1980s the introduction period was fairly
similar in most countries with the exception for Estonia, in which the introduction of for instance
Cimetidine, Cisplatin and Cyklosporin seems to have been delayed until the 1990s. For the later
developed drugs Oxaliplatin and anti-retroviral drugs, however the variation was much smaller. These
results are consistent with the aspiration from the European countries to harmonize regulations with
regards to medicines and other pharmaceutical products. The concept of the establishment of the Multi
State Licensing Procedure in 1975 was that pharmaceuticals that had been approved in one member
country should be authorized in other countries. This procedure, which was not that overly successful in
the beginning, was replaced in 1987 by the Concertation Procedure, which in turn was replaced in 1995
by the foundation of EMEA®.

Of the more recently introduced pharmaceuticals; Oxaliplatin was first approved in France in 1996, and
approved throughout the EU through the Mutual Recognition Procedure in 1999, France being the
Reference Member State. Zidovudine was first approved in 1987 through national licenses, before the

Concertation Procedure became mandatory for HIV/AIDS products.

For cardiovascular diseases several drugs often have been available for other indications, mainly for
hypertension, before they were introduced for treatment or prevention of the specific cardiovascular
diseases such as heart failure (ACE-inhibitors), primary prevention of cerebrovascular disease
(antihypertensive medications) and secondary prevention of ischaemic heart disease (Beta-blocker).
However, the patient groups may somewhat overlap and the drugs may have had an impact on mortality
trends for different cardiovascular diseases. The main effect one could expect would be that the
favourable shift in mortality for heart failure, stroke and myocardial infarction may have occurred
somewhat earlier since a number of patients at risk may have received the treatment earlier but for other

indications, i.e. mainly for hypertension.

We used a wide range of data to analyse the diffusion of new innovations in the different countries.

Different kind of data seems to have represented different phases of the implementation process. For

&é



instance clinical trials often were the starting point of the process while clinical guidelines in many cases

were published after the first introduction.

The implementation rate of clinical guidelines was investigated in a systematic review of the literature on
the implementation of clinical guidelines; where argumentation about compliance rate applied Rogers’s
theoretical framework. Complexity and trialability of the clinical guidelines explained 47 % of the observed
variability in compliance rates; if complexity was high then compliance was low and if trialability was
judged by authors to be high then compliance was high. The compliance rate overall was a merely 54 %,

over a nine-year period %8,

The timing of different guidelines varied between different countries. However, often the year of
publication was close among most countries. Yet, in some cases a publication was earlier in one country,
such as the national guidelines for prevention of cerebrovascular disease in Sweden. Moreover, reports
state that the innovations had been in use in a specific country before the national publications supporting
this use, e.g. coronary care units in Estonia. In Estonia, the practice of having treatment guidelines was
not part of the medical culture during Soviet time and guidelines have therefore been published more

recently37 .

Greenhalgh summarizes, using the concept of diffusion of innovations as a model, reasons why there is
such a resistance to adopt clinical guidelines ?°: 1) There is a lack of perceived relative advantage since
new evidence from clinical trials are not apparent. 2) Interpretation of the evidence is difficult and
complexity is high. 3) Guidelines may be perceived as incompatible with existing practice and values. 4)
Trialability is low, since guidelines for single rather simple procedures may require extensive changes in
how the workplace/organization is composed. 5) Perceived observability is low, for doctor and patient
alike. 6) There is a limited space for re-invention or local adaptation. These are findings consistent with

other systematic reviews %,

The date when national decisions were made about screening programmes varied considerably. The time
period for implementation also seems to be fairly long and different health administrative areas are
reported to differ. Cancer screening programs are based on strong evidence for reducing morbidity and
mortality ** and mass screening programs have been advocated and recommended both in Europe and
the US **. Some studies show that implementation rates are not in accordance with recommendations 42
. even though early screening tests are supposedly quickly adapted in medical social systems “,
Reasons for this seem to be closely related to those that explain the slow adoption of clinical guidelines,
i.e. relative advantages are not obvious: Screening programs may be costly and time-consuming. The
degree of complexity may also be a hinder if procedures require high levels of expertise. Trialability may
be low, since staffing pattern may not match intervention requirements “°>. There may also be a limited

space for local adaptations.
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There is also an equity-dilemma with regard to cancer screening tests that can be interpreted with the
help of theories about the diffusion of innovations. Even though screening tests have been successful in
improving cancer survival rates *, certain groups in the population seem not to have been screened (they
may be characterized as late adopters or laggards), not surprisingly the socio-economically most

43 46
d

disadvantage . This variation in access to cancer screening tests is in line with theories on diffusion

since Rogers has stated that the diffusion process may follow a socio-economic gradient **.

However, even though diffusion theory has been successful with regard to understanding the adoption of
innovations by individuals, it has been criticized for being less useful with regard to understanding
diffusion among organizations; hence diffusion theory has somewhat evolved into an dissemination
theory which is also applicable at the organizational level*’. Diffusion may be defined as a passive
process by which a program or product is absorbed into more widespread use, whereas top-to-bottom
implementation of cancer screening programs and guidelines are said to be disseminated, defined as an
active promotion or support of a programme to encourage its widespread adoption (which includes

implementation) -,

When analyzing differences in adoption/implementation, it might be appropriate to differentiate national
screening programmes and clinical guidelines from pharmaceuticals. The rationale for doing this is that
screening programmes strongly resemble clinical guidelines with regard to the diffusion process. Cancer
screening programmes seem to suffer from the same limitations in adoption/implantation as clinical
guidelines ** and hence they differentiate from pharmaceuticals. Pharmaceuticals fit more easily into the
classical diffusion theory, while the guidelines and screening programmes might benefit from being

discussed in a more dissemination theory setting.

According to Rogers successful diffusion can be facilitated by how well the communication strategy is
planned *'. Crucial are not only the early adopters and innovators but also change agents and opinion
leaders. The change agents may facilitate that innovators and early adopters can exchange crucial
information. The opinion leaders may have a powerful impact on the social influences that are at the

29 31 There seems to be a difference between

centre of interpersonal communication networks
pharmaceuticals and cancer screening programs/guidelines with regard to the recruitment of change
agents/opinion leaders. For pharmaceuticals, the promotion is mainly mastered by pharmaceutical
companies. For cancer screening programmes and clinical guidelines, however, national organizations
and authorities are responsible for the implementation and they may not yet have developed the same

implementation skills.
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4. Building a harmonised data base (Results of work

Authors: Iris Plug, Rasmus Hoffmann, Johan Mackenbach

Affiliation: Erasmus MC, Rotterdam, The Netherlands

4.1 Introduction

The AMIEHS project is an international project in which 7 European countries collaborate to develop a
new list of amenable mortality indicators. The innovative character of the selection process lies within the
use of empirical analyses. To enable these analyses a harmonized database on trends in amenable

mortality is necessary. This was constructed in work package 3. This database covers the time period

between 1970 and 2005 in seven European countries.

4.2 Methods

4.2.1 Obtain data on AM mortality trends

All national statistical offices from the seven participating countries have been contacted and were sent
an extensive description of the required database. Contact information is provided in Table 4.1. From all

countries data on numbers of deaths were obtained for each year, by 5-year age group, sex and cause of

death for the period between 1970 and 2005.
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Database description

The observed period ranges from 1970 to 2005. If later calendar years were available these have been
included. Data are depicted for both men and women separately. Numbers for the living population are
the denominator of the death rates. Data on the deceased (the numerator of the death rates) exclude
stillbirths.
For each combination of;

year

5-year age group

sex

cause of death

data are given on
number of person-years at risk during the observation period (midyear population)

number of deaths due to the specific cause during the observation period

Causes of death
Information was gathered on all causes of death, ICD-8 (000-999) ICD-9 (1-999) and ICD10 (A00-Z99).
Causes of death are classified in 3-digit coding. Corresponding ICD-9 and ICD-8 codes have been

determined using ICD translation tables in collaboration with WP 4.

4.2.2 Evaluation of validity and completeness of data

Problems with estimation of rates are dealt with by checking the obtained data against time trends and
international patterns of mortality rates published in official statistics. One of the databases available for a
comparison with the obtained data is the Health for All databases from the WHO/Europe. To get insight
into the validity of the data we are obtaining indicators on quality of cause-of-death certification in the
different countries, e.g. the % of deaths with “unknown” or “not specified” codes. Problems with changes

in the coding of causes of death have already been identified but will be addressed in detail in WP 4.

4.2.3 Preparation of a harmonized data base

All databases have been prepared in SPSS which is easy to be changed to .csv format and other
statistical packages. All national databases have been harmonized into one database which contains one
record for each combination of country, year, sex and age group. For each combination the number of
deaths and the number of person years is provided according to cause of death. All participating
countries have received the separate databases. A detailed description of the data sources, evaluations,

and contents of the harmonised database is available.



4.3 Results

All seven separate databases have been made available to the participating partners. For both Spain and
Germany mortality were available in a digital version starting from later years. Previous data had to be
typed in by hand. In obtaining the data we have had to take into consideration some limitations. For
Germany the availability of data differed between West (1970) and East Germany (1980). The

constructed international database has enabled the work on WP4 and the analyses performed in WP5.

5.4 Discussion

An international harmonized mortality database has been constructed and made available to all
participating partners in the AMIEHS project. The database has been the input for association analyses
performed in work package 5. In these analyses ICD coding changes were taken into consideration
through the application of correction factors developed in work package 4. Once the indicators have been
identified an international database consisting of mortality data from over 30 European countries will be
constructed through the same methodology used in the current work package in order to construct the

electronic atlas in work package 7.



5. Analysis of the effect of changes in ICD coding (Results of work package 4)

Authors : Gregoire Rey, Eric Jougla
Affiliation : Institut national de la santé et de la recherche médicale — CépiDc, Paris, France

5.1 Introduction

The study of cause-specific mortality time series is one of the main sources of information for public
health monitoring.[1-3] However, while demonstrative and striking use can be made of such trends
when communicating with the general public, many concerns relating to the data production process
have to be addressed. More specifically, it is necessary to evaluate, and, if necessary, correct artifacts

due to data production changes that may bias the interpretation of time trends over a study period.

Mortality databases production process and related time series analysis issues

The production process of mortality databases is similar in many European countries (particularly in
Western Europe) since the end of World War 2.

When a death occurs, a medical certificate, generally based on the international form recommended
by WHO,[4] is filled in by a physician. This death certificate reports, in a first part, the different steps of
the morbid process leading to death and, in a second part, other significant conditions that may have
contributed to death.

The death certificate is then forwarded to a national (e.g. France) or regional (e.g. Germany) coding
office, where it is coded using the International Classification of Diseases (ICD). The ICD was first
published at the end of the 19" century[5]. It has been regularly reviewed and improved. The tenth
revision (ICD10) is now used by most of the countries. Currently, the ICD10 includes approximately
12,000 categories. Since ICD6 (1948), the concept of the underlying cause is defined and rules and
directives for the selection of the underlying cause have been precisely stated. This procedure is
based on the international form of death certificate also introduced since ICD6. Although the
underlying cause of death is generally accompanied by several other causes (associated, intermediate

or terminal causes), it is the most commonly used in statistical analyses.

Generally, deaths are coded using the same ICD revision within each calendar year. The dates of the

ICD revision used by each European country are well documented (Table 5.1).

Underlying cause coding is a complex process and thus implies potential between-coder coding
differences. These differences may produce coding discrepancies over time and space. This is why, in
addition to ICD revisions, coding may induce variations in the causes of death by period, region or

country. This situation has resulted in countries using increasingly automated coding systems (ACS).
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Historical analysis of mortality by cause on large periods may be biased by data in comparability over
time. Indeed, as shown in the data production process description, variations in mortality trends may
be attributable to:

- An evolution of the death certification , depending on:
- the state of medical knowledge,
- instructions given to fill in the certificate,

- the death certificate form used (WHO standard, number of lines, electronic certification...).

- An evolution of the coding process , depending on:
- a change in ICD revision used, implying a distribution of the deaths in different causes
categories,
- non documented coding modifications (e.g. new instruction to coders in rules application),
- the use of an automatic coding system, which could induce the application of more strict and

standardized rules and potentially modify the selection of the underlying cause.

- An actual historical variations of mortality by ¢ ause.

Methods to take into account coding variations in m ortality by cause of death time series

The methods of analyzing actual historical variations in mortality by cause of death and taking into
account data production process changes are essentially related to change in the coding process. Of
these methods, three main kinds can be distinguished: bridge-coding, concordance table and cause

recombination, and time series analysis-based methods.

Bridge coding

The bridge-coding method is used when there is a major change in the coding process (ICD version
change or switch from a manual to an automatic coding system). The method consists in coding a
large set of death certificates twice, applying the rules prevailing before and after the change. The
ratios of numbers of death calculated by cause category before and after the change, called
"comparability ratios", generate information for trend analyses and characterization of "jumps" in
mortality time series. However, analyses of long-period time series do not necessarily use
comparability ratios.[1, 6]

Bridge-coding analyses have been carried out in the USA and England and Wales for each ICD
change since ICD8.[7-12] Bridge-coding analysis was also used and generated detailed results for the
change from ICD9 to ICD10 in some countries (Scotland, Sweden, Italy, Spain, France and
Canada).[13-18] However, to the authors' knowledge, most European countries have not implemented
bridge coding to assess ICD changes. Comparability ratios are heterogeneous between country, most

likely because of variations in intra-group composition of causes of death, reporting practices and ICD-

*&



coding interpretation. Therefore, it is unlikely that a comparability ratio for one country can be inferred

from the results of other countries.
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Concordance table and cause recombination

The concordance table and cause recombination approach consists in determining the most
consistent cause categories, under medical consideration, for two successive ICD revisions. Analysis
of the mortality using the resulting categories is then theoretically little influenced by coding changes.
This approach typically only works well when considering the coding of any particular cause reported
on the death certificate. It is often not effective when considering changes in the rules for selecting the
underlying cause of death, especially when such rule changes favour the selection of one cause over
another. It is often impossible to recombine codes to fully account for these changes.

The method was used on French, Dutch and Swedish data.[19-21] This approach, complex and time
consuming when it is applied to a single country, is even more difficult to use in the context of an

international study.[22]

Time series analysis

The time series analysis method consists in looking for sustainable jumps, evaluating their statistical
significance and amplitude, and possibly smoothing the time series by adjusting the data with
correction factors. The method is easy to document, even when the volume of data considered is large
(many countries, many causes of death, etc.). Furthermore, the method is necessary when the time of
the change in the data production process is unknown.[23] To the authors' knowledge, the detection of
jumps in mortality data has rarely been undertaken,[22, 24] but, in particular for Janssen et al's
work,[22] has given raise to fruitful international public health studies.[25-28]

However, the methods used in these studies did not take advantage of the recent development of
automated jump detection methods in indexed data analysis (by time or other variables).[29-31] The
interest of the automatic jump detection method resides in its ability to avoid the subjectivity of visual

detection or a priori selection of jump positions.

This work package proposes a complement to a time series analysis method that was previously
developed by Janssen et al.,[22] permitting to detect sustainable jumps attributable to changes in data
production and to develop correction factors by age and gender in order to enable subsequent
epidemiological analyses. The method is then applied to the different mortality time series considered
in the AMIEHS project.



5.2 Method

General approach

The following step-by-step approach was adopted:

1. Given a list of selected causes of death, the ICD codes to be considered were determined by
nosologists, based on the correspondence table method, while maintaining the medical consistency of
the list of codes for the various ICD revisions.

2. An automated jump detection method was applied to the mortality rate time series for each of the
selected causes of death.

3. For documented jumps (e.g. ICD changes), the available comparability ratios were compared to the
amplitude of the estimated jumps. For non-documented jumps, general information feedback was
requested from the national data producers.

4. For documented or plausible jump positions, the statistical significance of the between-age and -
gender jump amplitude heterogeneity was evaluated by means of a regression model, and correction

factors were deduced from the results.

Codes allocation
For 16 causes of death selected in the AMIEHS project, the method of allocating the ICD8, ICD9 and

ICD10 codes was as follows:

- when the cause was included in the Eurostat 65 causes shortlist,[32] the codes defined by Eurostat
were retained

- for other causes, two nosologists independently selected the optimal 3-digit codes. Then, a final
choice was made in order to minimize the coding-related jumps in cause-of-death specific time series

analysis. Table 5.3 shows the related codes.
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A specific issue concerned the Estonian data, which were provided under a Soviet shortlist format for
years 1970 to 1993. The choice of the minimal category including the ICD codes was decided to build
the corresponding Soviet codes. After further investigations, it appears that the following conditions

were not enough specifically identified with Soviet codes to be analysed: Hodgkin's disease, heart

failure, renal failure and conditions originating in the perinatal period.



The automatic jump detection method
Given that mortality analyses are often based on multiplicative assumptions, log-linear generalized

models were used. Thus, the time series jump detection method was applied to the log mortality rates.

O
Let Oy, be the number of deaths during year t, p, be the number of person-years and L, = log —

Py
be the log mortality rate time series. The occurrence of jumps in the log mortality rate time series may

be expressed as follows:

log(E(0,)) =log(p,) +o(t) +

th

dt' ><-I-(t>t') )
s

In which 'g' is a continuous function, S is the set of jump locations and {dt,tT S} are the

corresponding jump magnitudes.

In this model, g, S and {dt,ti S} are all assumed unknown.

The method consists in three main steps:

1. A left and right limit of E(Lt) were estimated, for each point t, using two local polynomial

smoothers, denoted Pi(t) and P.(t), fitted on [t - h, t) and (t, t + h], respectively, where h is the

bandwidth for the estimation, to be estimated in further steps. If tl S, and the jumps location are

distant from at least h, then, given that g is continuous, we expect E(P, (t)) = E(Pr (t)) =g(t). Else, if

tT S, we expect E(PI (t)) = g(t) and E(F’r (t)) =g(t)+d,.

The noise S of the L, process is estimated as:

1 : 2 2
i min((L, - P, (L. - P.OF)

§ =

The polynomial kernel of the smoothers could, a priori, be constant, linear or quadratic, depending on
the number of observations and the curvature level of the time series. Since, in the present case, the
number of observations was not greater than 40, and the time series was expected to be quite stable,

a linear kernel was selected.

2. Considering M(t) =P, (t)- P,(t), jump points were defined as points where the signal-to-noise

M)

A

ratio was higher than a threshold C, .



M)

A

C, was chosen such that, if 't' is not a jump point, P >C, £ a. The analytic calculation of

C. is given elsewhere [33]. In the following steps, was set to 10 a low value, in order to avoid as

a

much as possible false positive jumps.

M(t N oA
Then, S = t:|—f)| >C, and {dt =M(t),t 1 S} were directly estimated. When several jumps
S

were detected in a time range less than the bandwidth, only the jump that maximized M(t) was

retained.

3. The bandwidth h was estimated by minimizing the Hausdorff distance, [29] defined as:

d, (S, S; h) =max sup irjf|t1 - t2|,iljlf Sup|t1 - t2| , in which d,, (S,é;h) was calculated through
t,l g tlS s t,0 S

a bootstrap procedure, taking B, the number of batches used, equal to 1000. A full description of this

method is given elsewhere.[33]

Age- and gender-heterogeneity test

Age categories were defined as the tertile of the cause-specific death counts.

Generally, when considering J different population groups (age and gender), a generalized additive
model (GAM) with an over dispersed Poisson distribution is used.[34, 35] The model has the following

form:

|09(E(Ot,j )) = Iog(pu- )"' g;()+ ‘

th

dt‘,j ><'I‘(t>t') !
S

In which j is one of the J groups, 'g;' are continuous functions fitted by a thin plate penalized regression

spline, S is the set of jump locations and {dtyj,tT S} are the corresponding jump magnitudes for
group j.

S is supposed known, and the aim is to test, for each tl S:

HO: dip = ... =dyy
Backward variable selection was used to suppress, successively, age and gender from the model if
their respective effects on the jump amplitude were not statistically significant, at the 5% level, using
Wald's test.
The mgcv R package was used for this purpose.[36]



Correction factors
Correction factors were calculated for all confirmed jumps.
The correction factors were calculated for use in subsequent analyses, with a log-linear model of

general form:
log(E(0,)) =log(p,) +c, +f(X,),
in which 't' is the year, between T; and T, (respectively equal to 1970 and 2006 in this study); c; is the

correction factor and f(X;) could be any function of independent variables, to be estimated.

The correction factors were set so that the last values of the corrected mortality rates were equal to

the exact mortality rates, i.e. Cy, = 0. This choice was based on the supposed superior quality and

between-country comparability of the most recent year's data.
The foregoing results in the following definition of the correction factors c;:
For t1 [Tl,Tz],
c,= d.- d.=- d,.
tT S,t'<t tTs tTStet
The estimate of ¢, was then directly obtained from the estimates of S and d; detailed earlier.

A corrected version of the log mortality rate was then obtained as:

cor —
Lt _Lt - G,



Data producers of each country

The data producer's contacts were the following:

- Netherlands: Jan Kardaun, National Bureau of Statistics

- Spain: Maria Del Rosario Gonzales Garcia, National Statistics Institute
- Germany: Torsten Schelhase, Federal Statistical Office

- Sweden: Lar Age Johansson, National Board of Health and Welfare

- France: Gérard Pavillon, National Medical Research Institute

- UK: Cleone Rooney, Office for National Statistics

- Estonia: Gleb Denissov, Statistics Estonia

Questions asked to data producers

The list of jumps was sent to the data producers of all-countries. For each jump, the following
guestions were asked:

- Is the jump due to a coding change (Y/N)?

- What is the type of this coding change (ICD, Manual/Automated, National guidelines, other)?

- Does this change mainly explain the amplitude of the jump (Y/N)?

- Please give additional information (reference, internal observations, comments, other)



5.3 Results

Jump detection

By applying the jump detection method to all the time series, a set of 49 jumps was obtained (Table
5.4). Most of the jumps detected were concomitant with a known coding change (ICD updates or
change from a manual to an automatic coding system). Some of the jumps (e.g. for heart failure and
rheumatic heart disease) were of great amplitude and almost systematically observed in each country.
For the former East Germany, most of the changes were concomitant with the reunification of
Germany.

The answers from data producers, contacted to determine whether the jump was related to a data
production issue, were consistent between countries. Most (excluding the "No answer", 42 out of 44)
of the detected jumps were confirmed to be related to a coding change. The 3-digit coding constraint
was given as an explanation for some jumps (rheumatic heart disease in France, ischaemic heart
disease in Spain, etc.), specially when countries chose specific codes (Spain for malignant colorectal
neoplasm). The 1990 and 1991 jumps in East Germany were related to a complete change of coding
staff. However, most of the coding changes are not documented by a literature reference. No jump
was detected for Estonia, which was mainly the result of very large variability of the time series
considered.

Given the large proportion of confirmed jumps, we decided to exclude from subsequent treatment the

jumps for which we received a negative answer from data producers.
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It was possible to compare a few of the multiplicative factors with the comparative ratios generated by
bridge-coding studies corresponding to ICD9 to ICD10 changes (Table 5.5). Especially, the large
multiplicative factors (e.g. for rheumatic heart disease) had no related comparative ratios. Some
coding changes were not detected by the jump detection method (Hodgkin's disease in England &
Wales and Sweden, and renal failure in England & Wales). However, none of the detected jumps were

found unrelated to a coding change.

++



Table 5.5 — Comparative ratios (CR) obtained from bridge coding and multiplicative factors (MF) estimated by the jump detection method - ICD9 to ICD10

coding change
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Corrected mortality rate time series

Considering some of the most clear-cut time series, the profile of the corrected time series is quite

different from that of the uncorrected series (Figure 5.1). It is noteworthy that the corrected curves do

not reduced the general trends at the jump positions, which would have been the case if constant

rather than linear kernel smoother was chosen. They rather prolong the trends, even if the jump is in

the opposite direction to the general trend.
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With regard to the jump amplitude heterogeneity test by age and gender, only 19 out of 47 jumps were
not statistically significantly heterogeneous (Table 5.6a-b). Five of the jumps were heterogeneous by
gender, 15 by age and 8 simultaneously by age and gender. While the jump amplitudes are of the
same order by gender, even when statistically heterogeneous, they are of different orders when

considered by age group. This was particularly marked for rheumatic heart disease and heart failure.



Table 5.6a — Multiplicative factor by age and gender, if statistically heterogeneous, for each detected

jump
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5.4 Discussion

The originality of the methodology reported herein mainly resides in its ability to detect jumps
automatically using the Polydect method, without a priori or visual investigation for jump positions. In
addition, application of the method to a large dataset is less time consuming and less human-
dependent than any other known method.

Some methodological choices were made, such as the choice of a linear kernel smoother and the
choice of the probability  of detecting fake jumps. Considering a constant kernel, smoother or
different values of slightly affected the final set of detected jumps, and only for time series in which
the jump amplitudes were of an order comparable to that of the overall noise of the time series.
Choosing a low value of insured a better accuracy in the jump's amplitude estimation, which is more
statistically stable when the jump is of far larger amplitude than the overall noise of the time series.
According to the visual inspection of time series graphs and comparable bridge coding results, jump's
amplitude estimates were reliable enough to be used in subsequent analyses.

The codes used in this study to characterize the conditions were not chosen to be used in all contexts.
Indeed, they were allocated with the constraint of being comparable between three ICDs and based
on 3-digit codes. Taking each ICD individually would certainly have led to select other codes.

The method is designed to detect sustained jumps. Therefore, it is not sensitive to the occurrence of
one-year outliers in time-series data and it does not necessitate considering them separately, unlike
other methods.[22]

However, the proposed method is not able to detect and correct for non-abrupt data production
changes. For example, if a new death certificate form, impacting certification practice and final coding,
slowly spreads through the population (as was the case in France over the period 1997-1999), the
impact on yearly death counts would occur over several years. But, to the authors' knowledge, no
general method is able to correct time-spread data production changes.

When comparable, the multiplicative factors obtained from bridge-coding studies and time-series
methods were similar.[11, 15-17, 37, 38]

The purpose of this work is not to challenge bridge-coding studies. However, bridge coding studies are
not implemented in all countries and it would be very difficult and costly to do so retrospectively for
every data production change. The time series analysis methods proposed herein provide a reliable

way of correcting data production changes affecting death count time trends.

Given the indirect manner in which data production changes are identified, the method necessitates
feedback from data producers in order to confirm the plausibility of the changes and explain them.
Without that additional information, the automatic method would blindly correct any detected jumps,
some of which may be related to real abrupt and sustained variations in the mortality risk. However, it
is not always straightforward for a data producer to obtain a broad overview of past coding process
methods in the producer's country. The reasons for the occurrence of some of the oldest jumps may

have been lost. Therefore, the decision to take into account or not any detected jump that is not



confirmed by the data producer will depend on the degree of confidence that the jump is not
attributable to a production change.

Some jumps are of great amplitude (e.g. rheumatic heart disease). This may be observed when the
cause considered is highly likely to be the result of other causes.[10, 23] In that case, the death count
time trend is very sensitive to changes in coding rules (e.g. ICD10 rule 3). However, the absence of
high amplitude jumps is not sufficient to ensure the interpretability of time trends. Time trends for some
conditions like hypertension, heart failure and renal failure have to be interpreted cautiously. Indeed,
the approach chosen was to only consider the underlying cause of death, and these specific causes
may be selected as underlying, due to lack of additional information about the real underlying cause
on the death certificate. In these cases, mortality time trends could be influenced by other conditions,
or slowly diffused certification changes. A multiple cause approach, considering each cause
mentioned on the death certificate, could bring much different results.

Large jumps may also be observed when a country uses very specific codes. In this study, for practical
reasons, it was decided to use the same codes for all the countries. However, the same general
method could have been applied to specific codes for each country.

In any event, time trends for causes with large amplitude jumps, even after correction, are to be

interpreted with caution.

For some causes, jump amplitude was markedly heterogeneous by age. This result was already
observed in bridge coding studies.[11, 16] This result could be attributed to three factors: first, for
some causes, sub-cause structure is different by-age, and each sub-cause is differentially impacted by
production change; second, older age mortality is more frequently associated with multiple
pathologies, and the selection of one of these as the underlying cause may change with coding rules;
third, in certain cases, the same death certificate may be interpreted differently depending on the age

of the deceased, and this difference may also depends on the coding rules used.

The method developed in this work package was applied to the whole set of causes of death and
countries. The set of causes considered is heterogeneous in terms of frequency of occurrence (e.g.
more than a 100-fold difference between the frequencies of cerebrovascular disease and malignant
neoplasm of the testes) and sensitivity to coding change (nho sensitivity for congenital heart disease
and high sensitivity for heart failure).

However, correction factors were successfully produced and used by other work packages of the
AMIEHS project.
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6. Validation of avoidable mortality indicators thr ough trends analyses (Results
of work package 5)

Authors: Rasmus Hoffmann, Iris Plug, Caspar Looman, Johan Mackenbach
Affiliation: Erasmus MC, Rotterdam, The Netherlands

6.1 Introduction

The AMIEHS project uses a new approach towards the selection of indicators of amenable mortality
by empirically validating possible indicators of amenable mortality. We aim at providing evidence on
the effectiveness of health care interventions. In this report we describe how we study the impact of
predefined innovations in health care on cause-specific mortality trends from 1970 to 2005 in seven
European countries. The selection of innovations and causes of death is the result of extensive
literature reviews on the effectiveness of interventions in work package 1 in this project (Chapter 2 of
this report) and of extensive literature reviews on the timing of interventions in our seven countries in
work package 2 (Chapter 3 of this report). In the past expert opinions and clinical evidence on which
causes of death are amenable by health care interventions, and which interventions have an impact
on mortality from these causes, have been the main basis for the choice of indicators for the concept
of amenable mortality. Only rarely it has been empirically verified whether these interventions also

show an impact on mortality on the population level.* 3

However, the attempt to find empirical
validation for the effectiveness of health care innovations could be an important step forward in making
the concept of amenable mortality useful for routine surveillance of health care.

In the following the different approaches and methods will be described and the main results
highlighted and summarized with a focus on methodological aspects. Additional figures showing
mortality trends and the timing of innovations are in the appendix B. Interpretations and conclusion for

the AMIEHS project as a whole will be elaborated in a separate chapter of this report.



6.2 Methods

Description of mortality trends

For all participating countries (Estonia, France, Germany-West, Germany-East, The Netherlands,
Spain, Sweden and the United Kingdom) cause-specific mortality data describing the period between
1970 and 2005 were gathered by 5-year age categories and gender (see Chapter 4 of this report).
Although mortality data is available for the German Democratic Republic (GDR) from 1980 to 1990
and for the eastern parts of Germany after 1990, only West-Germany is included in the analysis of the
association between mortality trends and health care innovations. This is because it was not possible
to find information on the introduction of innovations in health care for the GDR in WP 2. However, in
cases where the mortality trend in the GDR gives additional insight into the changes in Eastern Europe
around 1990, we add the description of mortality from this country to the description of Estonia.

In order to relate significant changes in the mortality trend to innovations in health care, the mortality
trend pattern based on annual information needs to be simplified and described with appropriate
statistical models in order to make changes between periods detectable, measurable and differences
between countries comparable. This is done using joinpoint models based on linear spline regression
to identify “knots” in the mortality trend that mark the years in which the mortality trend changes
significamtly.4 ® We used the statistical software R. We found that three knots describe all mortality
patterns sufficiently well, splitting the study period of 35 years in 4 parts. The regression model
optimizes a linear spline and estimates the years (the position of the knots) that best fit the mortality
trend. Numbers of death per age group were taken as the outcome variable with a Poisson
distribution. The logarithm of the population size (person years at risk) was added as an offset factor to
model the denominator. Besides the timing of the knots the output of this analysis also includes the
Percent Annual Change (PAC) for each of the 4 periods between the knots. Based on this, it can be
determined in which year the mortality trend changes significantly, and these years can be compared
between countries and be related to the year of the medical innovation. The results of this descriptive
first part of the analysis of mortality trends are presented in the first part of the results section.

Within the period between 1970 and 2005 several ICD-coding systems were in use. In WP 4
correction factors were developed to adjust for the influence of changes in ICD coding on the mortality
trends (see Chapter 5 of this report). To take into account a possible cohort effect on the mortality
trends, an age-period-cohort (APC) analysis was performed. As the outcomes of these analyses did
not reveal biases due to a cohort effect, we maintained the regular analyses without control for cohort
effects. After the regression, we produced figures with the mortality trend. To let these figures be
comparable between countries we standardize the age distribution with the European standard
population. In a first set of analyses no age limit was used. A second round repeated all steps of the

analysis for the age range 0-74.

Exploring the association between mortality trends and innovations in health care



The following description explains which steps were taken to get from a description of the mortality
pattern to evidence on the association between the timing of innovations in health care and mortality
trends. The total number of knots (significant changes in the mortality trend) from the joint point
analysis explained above is determined by the following dimensions: First, we study 14 conditions for
which we do not only have data on mortality but also information on the timing of one or two relevant
innovations in health care. In WP 2 this information was transformed in a period of 4 to 9 years where
one would expect the influence of the innovation on mortality taking into account two time lags, one for
a sufficient diffusion of a medical innovation, and one for the impact on mortality on the patient level.
Second, we study 7 countries by two gender groups. For some countries we miss information on some
innovations, and for other countries we can not use all mortality information (due to coding problems).
Besides this some conditions only apply to men or women. Third, for each time trend three knots were
identified that describe changes in the mortality trend best. From the resulting overall number of knots,
we only considered those representing a favourable change in mortality, i.e. an acceleration of
mortality decline, a deceleration of mortality increase, or a change from increase to decline. We only
look at improvements because we only test the hypothesis that an innovation had a positive impact on
mortality. We further excluded two knots where the change in the mortality trend, i.e. the change in
Percent Annual Change, was not statistically significant (normally, all knots are defined as being
statistically significant, but since we forced all countries to have three knots there are a few exceptions
where the indicated change is not significant).

The overall number of favourable changes in mortality was 264 for the analysis of all ages, and 262 for
the analysis of ages 0-74. For these knots we established if they coincide with the period where an
effect on mortality of the introduction of a medical innovation, as defined in WP2, can be expected. If a
knot falls within this period, this was defined as a “match” between mortality trend and information on
innovations in health care, suggesting that the innovation had a positive impact on mortality. Overall
we find 88 matches in the all-age analysis and 82 in the analysis restricted to ages 0-74. To conclude
that a certain number of matches per sex, country and condition is valid evidence for an association
between innovations in health care and mortality is a complex procedure that can be subdivided into

three approaches complementing each other:

1. Statistical test: We determined whether the number of matches between favourable changes in
mortality and timing of innovation is higher than the number of matches that could be expected by
chance: A certain number of matches would be found even if knots and periods of expected mortality
decline were randomly distributed. This statistical test was applied on the total number of matches and
also separately for each cause of death. Finding reliable data on the introduction of innovation in each
country was a difficult task performed in WP 2 and we had to use different data sources with varying
reliability of the information (see Chapter 5 of this report). Because of these problems we performed a
sensitivity analysis: We divided the data on innovation dates into more and less reliable information

and repeated the statistical test for both groups.



2. Count of matches by conditions, on the level of countries: In order to reveal which of the 14 causes
of death are influenced by the predefined innovations in health care, we counted the countries that
show a match for a condition. If 2/3 of all countries with valid data show the association we interpreted
this as evidence for an impact of the innovation on mortality.

3. Regression analysis: An OLS-regression was the last and the most formal approach to analyzing
the association between the timing of innovation and favourable changes in the mortality trend. If we
consider our seven countries to be the units of analysis, we would expect that the later the innovation,
the later the change in the mortality trend. As input for the regression analysis we used the starting
year of the expected period of the mortality decline. Using the middle year or the last year would give

similar results because this does not influence the linear relationship between predictor and outcome.

6.3 Results

Description of international cause-specific trends in mortality. These trends can be seen in Figures 6.1
to 6.32 below.

Mortality from HIV/AIDS (Figures 6.1 and 6.2) shows steep increases in the late 1980’s and early
1990s followed by a sudden decline after the mid 1990s. The trend was identical among both men and
women. A very congruent mortality pattern over time across countries supports the idea that an
innovation in health care may have had an influence on mortality from HIV/AIDS.

Mortality trends from colorectal cancer (Figures 6.3 to 6.6) are very divers, with most countries
showing steep mortality decline but Spain and Estonia showing increasing mortality, altogether
resulting in an international mortality convergence. While we find monotonically decreasing mortality in
some countries, and also strong increases in other countries, the countries where we do observe a
positive change in mortality from colorectal cancer, mostly in the early 1990s, suggest an influential
common factor in these countries

Mortality trends across countries for breast cancer (Figures 6.7 and 6.8) show a clear inverse U-
shape pattern with turning points from increasing to decreasing mortality concentrated around the year
1990. However, there are countries having this turning point much earlier, such as Sweden in the early
1970s, or much later, such as Estonia in 2000. These trends suggest that a common factor had an
impact on breast cancer mortality.

For mortality from cervical cancer (Figures 6.9) we see a steep continuous decline in all countries,
except for Spain that experienced an increase levelling off after 1989. These trends do not suggest the
occurrence of an innovation in health care that had an international impact on mortality at a certain
period between 1970 and 2005.

All countries show declining mortality from testicular cancer (Figures 6.10) with decreases starting to
flatten in the 1990s. In Spain the decline is preceded by a sharp increase. No international pattern can
be found that suggests the influence of a particular health care innovation.

In all countries mortality from Hodgkin's disease (Figures 6.11 and 6.12) has decreased throughout

the study-period with several fluctuations of this decline. For example, in Germany the decline is



preceded by a short period of increasing mortality before 1980. The international pattern of mortality
trends does not suggest a particular influence of a health care innovation in a certain period.

Mortality trends for leukaemia (Figures 6.13 and 6.14) show convergence between countries between
1970 and 1990 with some improving countries (Sweden, Netherlands) but also increasing mortality,
e.g. in Spain. After 1990 there is mostly parallel decline between countries for males but mortality is
increasing for females in Eastern Germany and Estonia. The trends suggest that influencing factors in
the late 1980s have made the trend more similar across countries afterwards.

Mortality from rheumatic heart disease (Figures 6.15 and 6.16) declined steeply in most countries in
the 1970s. In France and Estonia the mortality only started to fall in the 1980s. In these two countries
the decline was followed by a short period of increase. There is no time pattern for mortality across
countries that suggests a common factor behind the observed mortality declines.

In almost all countries mortality from hypertension (Figures 6.17 and 6.18) decreased in the 1970s,
and in some countries it increased again in the 1990s resulting in a U-shaped trend in mortality. In
France mortality from hypertension has increased, followed by a sharp decrease in the late 1980’s. In
Estonia a very limited decline of mortality was observed followed by a sharp increase after 1995. This
pattern does not suggest a common effect of an innovation in health care on mortality from
hypertension in different countries.

In many European countries, mortality from ischemic heart disease (Figures 6.19 to 6.22) has
declined since the 1970’s but with variations in the speed of mortality decline. This decline was
preceded by an increase in some countries. This change from increase to decrease in some countries
supports the idea that a health care innovation may have been associated with this change.

Mortality from heart failure (Figures 6.23 and 6.24) steeply decreased in the 1970s in most countries,
but the decline slowed down in later decades, and in some countries periods of decreasing mortality
alternate with periods of increasing mortality. The observed pattern does not suggest a particular
period where an innovation in health care had a decisive influence on mortality.

In all countries mortality from cerebrovascular disease (Figures 6.25 to 6.28) has strongly decreased
throughout the study-period from 1970 to 2005 with several fluctuations of this decline. The only
exception is Estonia where mortality was almost stable and even increasing for men until 1993,
followed by a steep decline. Due to its general decline, the observed pattern does not suggest a
particular period where an innovation in health care had a decisive influence on mortality, except for
Estonia where a clear change of the trend is observed in the early 1990s. This change could also be
due to general social and economic changes during this period in Eastern Europe. This is confirmed
by the trend in Eastern Germany where we see a stable or even increasing level in the 1980s and a
clear downward trend after 1990.

In most countries mortality from peptic ulcer (Figures 6.29 and 6.30) has decreased throughout the
study-period. Only for women in the UK and France there was a steep increase until the early 1980s
followed by a steep decline. In Estonia a spiky pattern is observed with a sharp increase followed by a
sharp decline in mortality. The pattern in these three countries suggests a clear change of mortality in
a certain period but we are uncertain whether these changes can be related to an innovation in health

care.



Mortality trends from renal failure (Figures 6.31 and 6.32) are very diverse across countries with
increasing and decreasing trends, as well as countries with a peak in mortality in the 1980s. From
these trends we can not conclude on an innovation in health care that would have an international

impact on mortality from this cause of death.

In the following, Figure 6.1 to 6.32 show standardized cause-specific all-age mortality trends by
gender for the countries under study and, just below the lines for the mortality trend, lines for the
periods of expected mortality declines. (The same graphs for the age-range 0-74 and the detailed
national graphs with statistical information for both age ranges can be found in appendix B). On top of

each graph there is the cause of death, gender (M or F) and the innovation.
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Association between mortality trends and innovations in health care

1. Statistical test

We calculated the likelihood to find the number of 88 matching knots (82 knots for the second analysis
of the age range 0-74) assuming that the knots are randomly distributed in time, and given that an
expected period for the mortality decline with an average length of about 7.1 years is located
somewhere in the observation period of 35 years. This likelihood is p=0.02 for the analysis of all ages
and p=0.07 for the ages 0-74 (Table 6.1). This means that the assumption of a random distribution can
just be rejected, depending on the threshold for significance one wants to apply. This test shows that
the number of matches found in our analysis seems to be higher than would be the case by pure
chance. However, we have to deal with only borderline significance.

The differences of the results between the two age groups are opposite to what we expected: The
prediction of when health care innovations should have lowered mortality is less successful for ages 0-
74 than for all ages. This is surprising given the common assumption that amenable causes of death

are only amenable up to a certain age, and that care is more effective in younger than in older ages.

6 1 % B ) %
ALL AGES AGES 0-74

All Better Poorer All Better Poorer

innovation innovation innovation | innovation innovation innovation

data data data data data data
Average length of expected period in years 7.16 7.13 7.16 7.13 7.12 7.14
Length of the observation period 35 35 35 35 35 35
Number of favourable knots 350% 170° 180° 3452 170° 175°
Theoretical chance of a match 0.20 0.20 0.20 0.20 0.20 0.20
Expected nhumber of matches 71 35 37 70 35 36
Actual number of matches 88 46 42 82 45 37
Observed probability of a match 0.25 0.27 0.23 0.24 0.26 0.21
p-value for the difference between theoretical and
observed chance 0.020 0.026 0.174 0.070 0.036 0.401
(1-sided Chi-square test)

% The favourable knots for conditions where we have two medical innovations have to be counted twice because they have a
double chance to match with a period of expected mortality decline.

The separate statistical test for each cause of death reveals that for all ages only the prediction of
mortality decline for HIV is significantly better than a random prediction, and for ages 0-74 we find
significant results for HIV and cerebrovascular diseases. It should be mentioned that the statistical
power of an analysis for a separate cause of death is low and so is the chance that the number of
matches found is significantly higher than the number of matches expected by chance.

Table 6.1 also shows the results of the sensitivity analysis based on a ranking of the information on
innovation dates into “better” and “poorer” quality. The results show that the innovation data based on

more reliable sources are more likely to show an association with the mortality trends (for both age



groups the p-value is below 0.05), whereas the expected periods based on poorer data do not show a

significant association with mortality trends.

2. Counts of matches on the level of countries

Our main criteria for defining evidence of an effect of health care innovations on mortality is the count
of countries that show an association between health care and mortality. We counted the number of
countries (1) where we found a match for both sexes, (2) where we found a match for only one sex,
and (3) where we found no match. For some conditions either data on mortality could not be used or
data on innovations were unavailable, therefore the total number of countries that could be taken into
account is sometimes less than 7 (Table 6.2). This perspective at the country level emphasizes the
internationally comparative approach and suggests four possible indicators for amenable mortality, for
which more than 2/3 of the valid countries show a match. For all ages these conditions are HIV,
colorectal cancer, ischaemic heart disease and cerebrovascular disease. For ages 0-74 these are HIV,
leukaemia, rheumatic heart disease, hypertension and cerebrovascular disease. Thus, only HIV and

CVD is validated in both age groups.



6 ( % % /%
All ages Ages 0-74
Number of countries where
. " 2sexes 1sex no no o 2 sexes 1 sex no no o
? ?

Condition Intervention match matches match data association? match  matches match  data association?
HIV Antiretroviral treatment 4 3 0 0 yes 4 3 0 0 yes
Malign. colorectal Colonscopy 3 1 2 1 yes 3 0 3 1 no
neoplasm

Oxaliplatin treatment 2 1 4 0 no 1 2 4 0 no
mg:}ign' neoplasm of cervix Introduction cervical screening NA 2 3 2 no NA 2 3 2 no
Hodgkins disease High dose therapy anq peripheral blood 0 3 3 1 no 0 2 4 1 no

stem cell transplantation
Malign. Neoplasm of breast Mammography NA 2 5 0 no NA 3 4 0 no

Tamoxifen NA 3 4 0 no NA 3 4 0 no
Malign. neoplasm of testes ~ Treatment with cisplatin NA 2 5 0 no NA 2 5 0 no
Leukaemia Improved treatment 2 1 4 1 no 1 4 1 1 yes
Rheumatic heart disease Artificial valve replacement 0 2 1 4 no 0 3 0 4 yes
Hypertension Increased number of patients treated 2 0 4 1 no 2 2 2 1 yes
Ischaemic heart disease B-blockers 4 1 2 0 yes 3 1 3 0 no

Coronary care units 2 2 1 2 yes 1 2 2 2 no
Heart failure ACE inhibitors 0 1 5 1 no 1 1 4 1 no
Cerebrovascular disease Treatment of hypertension 5 0 2 0 yes 3 2 2 0 yes

Intensive management 3 1 1 2 yes 1 3 1 2 yes
Peptic ulcer Cimetidine 0 2 5 0 no 0 1 6 0 no
Renal failure Cyclosporin 2 1 3 1 no 1 1 4 1 no




3. Regression

The regression used the year of the introduction of the innovation as predictor for the year of the knot
in which a favourable change in mortality occurs. The assumption is that countries with a later
innovation year would also show a later improvement of mortality. In order to calculate a regression
model, we had to apply some simplifications to the data. First, for countries where we find a match, it
was obvious which of the three knots to be included into the regression. But for the countries where
we do not find a match we had to choose which of the three knots to include in the regression.
Although we applied the rule of choosing the subsequent knot after the assumed period of mortality
decline, this procedure left a certain degree of arbitrariness, e.g. in cases where there were no
subsequent knots. Second, we run a regression that includes men and women as two cases for each
country. This could be a violation of the rule that the errors in the regression should not be correlated,
which in fact they are because men and women in one country have the same expected periods of
mortality decline and also mostly a very similar timing of the knots. However, we used a procedure to
control for this auto-correlation in SPSS.

Table 6.3 shows the results of the regression for both age groups. More than half of the results are
consistent with the results that were obtained in the previous approaches above. Besides confirming
three candidates for amenable mortality indicators from step 2 (HIV, IHD (Beta blockers) and CVD
(both innovations) the regression for all ages combined also suggests a correlation for breast cancer
(both innovations), rheumatic heart disease, ischaemic heart disease (coronary care units) and renal
failure. For ages 0-74 the regression shows a good correlation for HIV, breast cancer (both
innovations), leukaemia, ischaemic heart disease (coronary care units), cerebrovascular disease (both
innovations) and peptic ulcer, thereby confirming HIV, leukaemia and cerebrovascular disease (both
innovations) from the previous approach and additionally suggesting breast cancer (both innovations),
ischaemic heart disease (coronary care units) and peptic ulcer. Table 6.4 below summarizes all

findings from the three approaches and for the two age groups.
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All ages Ages 0-74
Condition Intervention 2 B p Association? R? B p Association?
HIV Antiretroviral treatment 0.090 0.446 0.000 yes 0.270 0.635 0.000 yes
Malign. colorectal neoplasm Colonscopy 0.107 0.513 0.452 no 0.027 0.273 0.590 no
Oxaliplatin treatment 0.094 -0.504 0.236 no 0.013 -0.202 0.610 no
E’t'ee"riign' neoplasm of cervix Introduction cervical screening 0.058 0.172 0580 no 0.055  0.180 0555 no
Hodgkins disease ;‘3; igﬁ‘igﬁgg%g%ﬁe”phera' blood ¢ 501 0.101 0.908 no 0.067  0.359 0181 no
Malign. Neoplasm of breast ~ Mammography 0.516 0.545 0.003 yes 0.741 0.320 0.000 yes
Tamoxifen 0.544 0.116 0.002 yes 0.745 0.667 0.000 yes
Malign. neoplasm of testes Treatment with cisplatin 0.013 -0.161 0.796 no 0.004 -0.081 0.795 no
Leukaemia Improved treatment 0.006 0.155 0.766 no 0.480 1.388 0.000 yes
Rheumatic heart disease Artificial valve replacement 0.138 0.805 0.001 yes 0.042 0.444 0.382 no
Hypertension Increased number of patients treated 0.125 1.322 0.438 no 0.029 0.561 0.594 no
Ischaemic heart disease B-blockers 0.490 1.499 0.004 yes 0.023 0.265 0.372 no
Coronary care units 0.912 1.021 0.000 yes 0.188 0.492 0.001 yes
Heart failure ACE inhibitors 0.039 0.672 0.171 no 0.119 1.605 0.117 no
Cerebrovascular disease Treatment of hypertension 0.235 0.608 0.016 yes 0.387 0.660 0.000 yes
Intensive management 0.888 4.593 0.000 yes 0.262 0.995 0.000 yes
Peptic ulcer Cimetidine 0.001 0.034 0.864 no 0.166 0.620 0.000 yes
Renal failure Cyclosporin 0.463 2.394 0.001 yes 0.030 0.709 0.452 no
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All ages Ages 0-74
Condition Intervention stat. Test Country counts  regression stat. Test Country counts  regression
HIV Antiretroviral treatment X X X X X
Malign. colorectal
neoplasm Colonscopy X
Oxaliplatin treatment
thglrlign. neoplasm of cervix Introduction cervical screening
: . High dose therapy and peripheral blood
Hodgkins disease stem cell transplantation
Malign. Neoplasm of breast Mammography X X
Tamoxifen X X
Malign. neoplasm of testes  Treatment with cisplatin
Leukaemia Improved treatment X X
Rheumatic heart disease Artificial valve replacement X X
Hypertension Increased number of patients treated X
Ischaemic heart disease B-blockers X X
Coronary care units X X
Heart failure ACE inhibitors
Cerebrovascular disease Treatment of hypertension X X X X X
Intensive management X X X X
Peptic ulcer Cimetidine X
Renal failure Cyclosporin X




6.4 Discussion

This report describes the analytic steps and methods of work package 5 that were applied in order to
find associations between specified innovations in health care and changes in mortality trends. The
results from different analytical strategies suggest different causes of death as candidates for
indicators of amenable mortality (as summarized in Table 6.4). First, the statistical test shows that the
dates that were identified in WP 2 for the introduction of innovations in health care are only loosely
related to changes in the mortality trends. The sensitivity analysis shows that this may partly be related
to insufficient data quality of some sources of information. Second , applying the number of countries
with a match as a criterion we find evidence for HIV, malignant colorectal neoplasm, leukaemia,
rheumatic heart disease, hypertension, ischaemic heart disease and cerebrovascular disease,
depending on the age range we looked at. Only HIV and CVD were validated in both age ranges.
Third , the results of the regression analysis show that several innovations show an association with
favourable changes in mortality: For all ages combined these were HIV, rheumatic heart disease, IHD,
CVD, renal failure and breast cancer. For ages 0-74 we identified HIV, breast cancer (both
innovations), leukaemia, ischaemic heart disease (coronary care units), cerebrovascular disease (both
innovations) and peptic ulcer. HIV, breast cancer (both innovations), ischaemic heart disease
(coronary care units) and cerebrovascular disease (both innovations) were confirmed in both age

groups.

The fact that the slight difference in the age range (including or excluding deaths above age 74)
resulted in substantially different lists of amenable mortality indicators may partly be attributed to a real
difference in the effectiveness of health care below and above age 75. However, the surprising finding
that responsiveness to health is not higher in lower ages also suggests that we have to deal with a
critical degree of randomness in determining knots and matches. It was necessary to apply objective
guantitative statistical rules to detect knots and matches, but this procedure also selected changes in

the mortality trend as being statistically significant that did not turn out to be relevant when looking at

the graphs.

Taking into account these unavoidable shortcomings of the procedure, we still think that an automized
statistical approach is superior to an arbitrary selection and definition of what is “an important change”
based on visual inspection of the graphs. Our expectations on when a mortality decline should have
occurred, based on the information from work package 2, can be considered as a hypothesis. In order
to perform a rigid hypothesis testing it was important to apply strict rules of whether or not a mortality
decline falls within the expected time period or not. For example, by the method of counting these
matches per country breast cancer was not confirmed, while looking at the graph of mortality from
beast cancer, one could conclude that there was a common factor in several countries in similar years
(be it in health care or not). But also the two quantitative methods of (1) counting the matches and (2)
regression, we found inconsistent results, two of which should be discussed as examples here:

1. For IHD (coronary care units), the regression shows a clear relationship for both age groups, but in

step 2 from above we found only a few matching cases for this innovation. This is due to the fact that,

&



although countries follow a linear pattern, for many countries the temporal distance between
innovation and change in mortality is too large, so they do not match the periods defined in work
package 2 because they are outside the predicted period where a change in mortality can be
expected. 2. For renal failure we obtain a good fit of the regression model for all ages combined that
shows that the later the innovation, the later the mortality improvement. However the regression line
has a steeper slope than the one predicted by the expected periods from work package 2 (see Figure
6.33 below). In Figure 6.33 the time band in which a country must lie in order to be counted as a
match goes from the line with the function 1*X (lower bound, i.e. we see a change in mortality at the
same time as the innovation started) up to the dotted line (upper bound, i.e. we see a change in
mortality about 8 years after the innovation). Like this it is possible that the regression shows a good
fit, but only a few cases are matching the expected timing (men and women in the UK, men and
women in Spain, and men in Sweden), because the empirical linear association is different in its slope
from the expected one.

6" 1 %% $ 3 % ) /) G[ %\H
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The regression measures a slightly different quality of the results, namely whether or not there is a
linear relationship between innovation and times of changes in mortality among all countries. With
regards to the exact predictions of when the mortality decline should occur, a regression is more an
explorative method than a confirmative one. By counting the number of matches instead, we look
more strictly whether the timing of changes in mortality is according to our hypothesis, which is not
influenced by the position of the non-matching countries. Thus, linearity of the association is a
necessary but not a sufficient quality to confirm the hypothesis. We consider the regression to be an
additional valuable approach to assess the overall evidence, but we do not judge the results as

superior to the results from simpler methods above, i.e. counts of matches.

To conclude, the present set of analyses represents the core analytic step of the AMIEHS project
where evidence from literature reviews (WP 1) and an intensive data collection on innovations in
health care (WP 2) were confronted to empirical mortality data from 7 European countries. Our
analysis, which is the first attempt to systematically look for associations between amenable mortality
on the population level and the timing of innovations in health care, shows that from our initial list of
indicators, only a small number of conditions show such association. The results show that only for
HIV and cerebrovascular disease an association between innovation in health care and a positive
change in mortality could be clearly demonstrated. The results for other conditions (malignant
colorectal neoplasm, leukaemia, rheumatic heart disease, hypertension and ischaemic heart disease)
differ by methodological approach and age range. We conclude that there is only weak evidence for

an association between the introduction of predefined innovations in health care and mortality trends.
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7. ldentifying candidate indicators of health syste m performance using the
concept of amenable mortality: results of a Delphi exercise (Results of work
package 6)

Authors: Bernadette Khoshaba, Marina Karanikolos, Martin McKee
Affiliation: London School of Hygiene and Tropical Medicine, London

7.1 Background

The AMIEHS project has sought to identify putative indicators of health system performance based on
the concept of amenable mortality. The concept is simple; premature deaths from certain causes are
considered amenable in the presence of timely and effective health care. However, it is more difficult
to operationalise it. First, it may be difficult to ascertain the extent to which observed changes in
deaths from a particular condition can be attributed to health care. It is necessary to take account of
any changes in data recording (such as discontinuities in coding of case of death) and changes in
incidence, driven by factors lying beyond the health system. It may also be difficult to obtain empirical
evidence of the contribution made by particular innovations in health care, especially as the benefits
are often incremental, with progressively better treatments building on each other. Second, measures
of the effectiveness of health care have an in-built obsolescence. The most effective health care
innovations will reduce death rates to very low levels, so that random variation precludes meaningful
comparisons. Thus, while historically, rates of many of the major infectious diseases were excellent
indicators of the performance of health systems but are now responsible for only a handful of deaths in
many high-income countries. Consequently, while it relatively easy to identify conditions from which
death rates are amenable to health care, it is rather more difficult to judge whether they might make
useful indicators.

Consequently, for a cause of death to be useful as an indicator of health system performance it will
ideally be sufficiently common to generate meaningful numbers, even in small countries. There will be
no ambiguity about its definition so that the codes use to record it will be consistent over time and
across countries. There will be clear evidence linking it to identifiable health care interventions of
known effectiveness, including evidence that the introduction of such interventions can be related in
time to declines in mortality. And it will not be subject to marked differences in incidence. In practice,
perfection is not possible to achieve so, if causes of death are to be used to assess performance of
health systems it is necessary to determine whether they meet these criteria sufficiently to be

meaningful. There is no formulaic way of doing so.

Instead, it is necessary to use expert judgement. This can be done in a number of ways, such as the
traditional method of assembling a committee of experts. However, committees have many limitations
in that they tend to be dominated by individuals and they often lead to important items of information
being excluded from consideration. An alternative is voting, which in this case would require
individuals to cast votes for the inclusion or exclusion of potential indicators. However, this precludes

the exchange of information on why each person reached their decision. A third way is to use one of



the range of consensus processes. These take a number of forms, such as nominal groups or Delphi
methods.” The precise methods vary but, in many, they involve the posing of an explicit question, the
presentation of information for consideration, voting (perhaps with provision to justify why things were
voted for or against), feedback to each individual of where they are in the range of votes cast, and a
second and final round of voting. There is now considerable evidence that this approach leads to
better decisions than the traditional methods. In this document we describe the use of a Delphi
process to achieve consensus on indicators of health system performance based on causes of death

amenable with timely and effective health care.

7.2 Methods

The first step was to assemble the information required to inform the decision-making process. This
began with a systematic search to identify causes of death that had fallen by 30% (selected as a
meaningful reduction in mortality) or more between 1979 and 2000, in England and Wales (as this
coincided with the period in which ICD-9 was in use). Causes of death from which the number of
deaths was fewer than 100 in 2000 were excluded as they would be of little use in comparisons of
much smaller countries. For each condition, a systematic review was undertaken to identify evidence
from clinical trials and observational studies of the effect of innovations in health care that could
plausibly be associated with observed declines in mortality (Box 7.1). The timing of introduction of
these innovations was then determined in seven countries and this was compared with trends in
mortality from the corresponding causes of death (Box 7.2). In this way it was possible to examine a

series of natural experiments.
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An expanded list of potential indicators was then created. This included the 14 causes of death that
met the criteria of accounting for over 100 deaths per year in 2000 and exhibiting a 30% reduction in
death rate between 1979 and 2000 that could plausibly be attributed to particular health care
interventions. However, in recognition of the possibility that these criteria might be judged as too strict
by those who might use such indicators, it also included a further 12 that did not. These were
conditions where: it was not possible to attribute any mortality decline to a particular advance in
treatment that had been introduced in the past 30 years; mortality had declined between 1979 and
2000 by between 20 and 30%; there were less than 100 deaths in England and Wales in 2000; and a
few conditions added as checks where there was no good evidence that health care would reduce

premature deaths (such as lung cancer).

The evidence obtained in this process was then combined into a series of vignettes (appendix F).
These included information on trends in incidence, the number of deaths in 2000 in a series of
countries of different sizes and from western and central Europe (UK, Netherlands, Spain, and
Hungary), the percentage decline in death rate in England and Wales between 1979 and 2000,
published evidence on the effectiveness of health care interventions from clinical research (typically
randomised controlled trials), published evidence of improvements in outcomes at population level
attributed to health care interventions, and observed associations between population level mortality
and specific interventions in 7 European countries (United Kingdom, Netherlands, Germany, Estonia,

Spain, Sweden, France).




We identified 29 individuals who were either producers or users of evidence on health systems
performance, seeking participation by both genders, a range of countries, and health professionals

and non-health professionals.

The exercise was completed online, using the Survey Monkey programme. All those who initially
agreed to participate completed both rounds. They were asked to score each cause of death on a
scale of 1 to 9, where 1 was an entirely inappropriate indicator of health system performance and 9
was an entirely appropriate indicator. For the purposes of the exercise, we made clear that we were
interested in conditions where health systems prevent death. We used a narrower definition of a health
system than that in the 2000 World Health Report. We are interested in interventions delivered by
those working in medical care but also those delivered by public health agencies, such as
immunisations and screening for cancer. We excluded causes of death which primarily reflect the
effectiveness of intersectoral action. In the first round they were also asked to comment on why they

allocated the scores they did.

At the end of the first round, the distribution of scores for each cause was recorded and each
participant was fed back both the distribution and their personal score, along with a summary of the
comments that had been made. They were then asked to rescore them. In keeping with conventional
usage, consensus was deemed to exist when, after excluding the highest and lowest individual scores,

the remainder lay within a three point range.

7.3 Results

23 individuals agreed to participate and their characteristics are summarised in Table 7.1.
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At the end of the first round there was a wide dispersion of scores for almost all causes of death.
Details of the distributions of scores in both rounds and for each condition are in the appendix F. By
the end of the second round, the distribution had narrowed for 21 out of the 24 causes. However, even
after feedback and review of scores, consensus was achieved for only three conditions, neoplasm of
the rectum and colon, the cervix, and cerebrovascular disease (Table 7.2). The reasons given for
decisions on each condition are summarised in the following paragraphs (for complete comments see

appendix F). We first examine the causes on which there was consensus about appropriateness.
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Malignant neoplasm of rectum and colon was accepted as appropriate, with participants commenting
on recent evidence for the effectiveness of screening to detect early disease. However, some
guestioned what an appropriate upper age limit for “amenability” would be.

Malignant neoplasm of the cervix uteri was also considered appropriate, with screening and
immunisation against human papilloma virus identified as effective interventions, although one
guestioned whether screening should be regarded as falling within health care.

Cerebrovascular disease was also identified as appropriate, although the observed declines in

mortality could not be attributed to a single intervention.

Turning to those conditions for which there was no consensus, although treatment for HIV by
antiretrovirals has been shown to be effective, there are other contributing factors that need to be
considered. These include the changing incidence and in particular the contribution of migration, with

many new cases in migrants.

Somewhat surprisingly, the review of evidence did not confirm the temporal association between
declining deaths from malignant neoplasm of the testis and the introduction of cisplatin, as the decline
began before the drug was available in several countries. Furthermore, the number of deaths is now
low. There has also been substantial success in reducing deaths from Hodgkin's disease but, as with
testicular cancer, death rates are now low. Concerns about low death rates, which would particularly
affect comparisons using countries with small populations, were expressed with regard to abdominal
hernia and peptic ulcer. In seeking to explain trends in heart disease, several participants noted the
difficulty of distinguishing the effect of health care from underlying changes in incidence, reflecting
among others changes in diet and smoking. Similarly, deaths from suicide were felt to reflect a variety

of factors within and outside the health system, in this case with the latter predominating.

Some patrticipants felt that the use of heart failure was problematic because of potential variation in
diagnosis and coding, complicated by the frequent co-existence of other conditions. In some cases the
ICD codes were considered inadequately precise to capture the complex diversity of conditions of
varying degrees of severity and susceptibility to health care. These included congenital heart disease,
renal failure, conditions arising in the perinatal period, and leukaemia (although the last could be
addressed in part by differentiating deaths at different ages. Finally, for some conditions, such as lung

and bone cancer, it was not easy to identify an effective intervention.



7.4 Discussion

The Delphi method is used in circumstances where there is uncertainty and a degree of judgement is
required to reach a conclusion. It overcomes many of the known limitations of committees, where a
few individuals may dominate the discussions, and ensures that each individual's views are heard. Its
two-round structure provides a means by which these different views can be taken into account and,

hopefully, a degree of consensus can be achieved.

It cannot, however, create consensus where none exists and, in this case, it was not possible to
achieve consensus for all but a few conditions. There was a degree of convergence of scores for all
conditions, assessed as an increase in the numbers giving the median score, but this was largely as a
result of movement by those who were already close to the median. There was little change in those
who took an outlying view from the beginning. It was clear from the comments provided by participants
that the process of deciding was extremely difficult. This was despite, or perhaps because of, the
strenuous efforts to bring together as much of the relevant information, going far beyond what had
ever been done before for conditions potentially amenable to health care. Each individual was
required to assess, weight, and combine information according to many different criteria. Inevitably,
their decisions would be shaped by the weighting they placed on these criteria. This was most
apparent with those who gave outlying scores. Thus, it was clear that some placed a proportionately
greater weight on the scope to prevent certain conditions from arising than did others. Others,
especially those from small countries, were especially concerned about the instability arising from the
small numbers of deaths from certain causes (a reflection of past successes of health care). There
were also divergent views about the scope of health care, such as whether the health system can be
held accountable for differences in policies on screening, or what its role should be in improving

uptake of interventions known to be effective.

What does this imply for the use of the conditions considered to assess the quality of health care? It
reinforces a view that has emerged in the course of the project that the interpretation of data on
amenable mortality is complex. Simple rankings can be misleading. They can only be a starting point
for a more detailed enquiry. The comments provided by the participants illustrate the issues that must
be taken into account. They include changes in the occurrence of a condition in a given country, either
because of an increased incidence or, as in the case of AIDS, a change in the population at risk as a
consequence of migration. They also include the number of deaths, a problem that applies particularly
to small countries. However, given the clear evidence that health care has made a difference to
mortality from many of the conditions studied, even if it is not possible to quantify the impact of the
introduction of individual interventions, it should not be interpreted as meaning that the concept should
be discarded. An example is breast cancer. There is little doubt that the remarkable reductions in
mortality in recent years in some countries Rather, it should be used with caution and, especially,
based on a detailed understanding of the many potential factors, of which health care is one, that are

driving changes in death rates.
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8. Preparation of an electronic atlas of amenable m  ortality (Results of work
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8.1 Introduction

In the AMIEHS project we aimed at the development of a new list of indicators for amenable mortality.
After an extensive selection procedure the appropriateness of the indicators was judged through a
Delphi exercise. Finally the project is concluded with an illustration of the results. This is done through

the construction of an electronic atlas that can be accessed through the web.

The atlas resulting from the AMIEHS project is the third European Atlas of “Amenable Death”. The first
European community Atlas of “avoidable death” was published in 1988 as a result of the EC

Concerted Action Project on Health services and “Avoidable Deaths™?

. This major work has been
updated twice. The first edition and the first volume of the second edition each cover 17 disease
groups in 10 countries, which were considered to be effectively treatable or preventable by health care
services. Health care services were interpreted as to include primary care, hospital care and
community health services such as screening and public health programs. The second edition
describes “avoidable mortality” in the European Community in 1980-1984 and changes in “avoidable
mortality” between 1974-1978 and 1980-1984 in two volumes. Following this tradition other country
and region specific (e.g. Australia and New Zealand) atlases describing area specific information on

levels of avoidable mortality have been published®.

The main objective of work package (WP 7) in which the electronic atlas is constructed was to
illustrate the use of amenable mortality indicators by preparing an e-atlas of variations in amenable
mortality. The focus is on conditions that are amenable by health care innovations introduced after
1970. The new atlas describes the time period between 2001 and 2009 for 40 causes of death in 30

European Countries.

8.2 Methods

Data

Mortality data were obtained for 30 European countries (EU member states, applicant countries and
EFTA countries) and 24 causes of death (+ 21 extra causes). A complete dataset was provided by
EuroStat ( OLL % L L L L % L) ). The selection of
causes of death consists of the causes of death that were presented to the Delphi panel and causes of
death used in previous lists of amenable mortality (n=16). The latter are added to provide extra
information for the user on mortality trends of causes of death that have been used as indicators of

+



amenable mortality in previous studies. Because of availability of data this can only be done if the
specific cause of death was part of the European shortlist of Causes of death, published by Eurostat,

which means that mortality data can be accessed by the public.

Analyses

Mortality data were specified by 5-year age groups, sex and cause of death describing the time period
between 2001 and 2009. However for many countries data on 2009 are not available yet. Age
standardized mortality rates were calculated using a direct standardization method and applying the
European standard population. Mortality rates in different age categories are compared using 5 age
groups, namely 0-14 yrs, 15-29 yrs, 30-59 yrs, 60-74 yrs and 75+. Confidence intervals were

calculated using a Poisson distribution.

Atlas

An electronic atlas was created using the data presentation software package InstantAtlas software
which was provided by ESRI. The atlas is available on the project website, but also on the website of
the Department of Public Health of the Erasmus MC.

Per cause of death mortality trends are shown for males and females separately presenting age
standardized mortality rates per year over a time period between 2001 and 2009 and for each cause
of death trends in five age categories are presented. Histograms incorporating 95% confidence
intervals are used to compare age standardized mortality rates and to get insight in the distribution.
The software package enables the comparison of time trends in European countries. The output is an

interactive dynamic report.

8.3 Results

In the electronic atlas trend data are shown on 45 causes of death in 30 European countries. The
studied conditions can be divided into 3 groups, conditions selected in work package 1 (Table 8.1a),
conditions that did not meet all selection criteria but used as input in the Delphi procedure (Table 8.1b)
and conditions that have been defined as “amenable” in earlier studies on amenable mortality (Table
8.1c). In the final atlas all conditions are presented in order of ICD 10 coding. Information on

availability of mortality data within the presented countries can be found in appendix A.
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Cause of death ICD 9 code ICD 10 code
HIV 042-044 B20-B24
Malignant colorectal neoplasm 153,154 Cc18-C21
Cancer of the female breast 174 C50
Malignant neoplasm of cervix uteri 180 C53
Malignant neoplasm of testes 186 C62
Hodgkin’s disease 201 c81
Lymphocytic leukemia 204-205 Cco1
Rheumatic heart disease 390-398 100-109
Hypertension 401-404 110-113
Ischaemic heart disease 410-414 120-125
Heart failure 428-429 150-151
Cerebrovascular disease 430-438 160-169
Peptic ulcer 531, 532 K25-K26
Renal failure 584, 585, 586 N17-N19
Congenital heart disease 745-746 Q20-Q24
Conditions originating in the perinatal period 760-779 P00-P96
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#
Cause of death ICD 9 code ICD 10 code
Cancer of the stomach 151 C16
Cancer of the larynx 161 C32
Cancer of the lung, bronchus and trachea 162 C33-C34
Primary cancer of bone 170 C40-C41
Diabetes 250 E10-E14
Acute appendicitis 540 K35
Abdominal hernias 550-553 K40-K46
Suicide E950-E958 X60-X84

4 1 ( % GD HO % % [ ) 3\ % %
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Cause of death ICD 9 code ICD 10 code
Respiratory Tuberculosis 10-11-12 A15-A16, J65
Meningococcal infection 036 A39
Bronchitis and pneumonia 466,480-486 A48.1,J12-J18
Hepatitis 070 B15-B19
Neoplasm of the liver 155 Cc22
Neoplasm other skin and lip 172,173 C43,C44
Cancer of the body of the uterus 182 C54
Neoplasm of the kidney 189 C64
Neoplasm of the bladder 188 Cc67
Aplastic anaemia 284 D60-61
Bacterial meningitis 320 GO0
Parkinson’s disease 332.0 G20
Multiple sclerosis 340 G35
Influenza 487 J10-J11
Chronic bronchitis, emphysema and chronic 491-492, 496 J41-344
airways obstruction, not elsewhere classified
Asthma 493 J45-J46
Intestinal obstruction with no mention of hernia 560 K56
Complications of pregnancy, childbirth & 630-679 000-099
puerperium
Congenital anomalies 740-759 Q00-Q99
Falls E880-E888 WO00-W19
Sudden infant death 798 R95




Trends in amenable mortality

As an example of the output of the electronic atlas we present in this chapter pictures of mortality from
Hodgkin's disease in males and females in 2002. The pictures for Hodgkin's disease show that for
males in 2002 mortality from Hodgkin's disease was high in Spain (0.52 per 100.000) and the low was
Norway (0.24 per 100.000). The trend pictures show that in Spain the mortality level was rather
constant, while in Norway there were some fluctuations. A link to the complete atlas can be found on
the AMIEHS website.



8.4 Discussion

In this international electronic atlas of amenable mortality the trends in mortality are shown for 45
causes of death. This concerns not only causes of death that were selected in AMIEHS, but also
causes that have been studied in previous lists of amenable mortality. The reason for expending the
list of causes of death is to provide our readers with a broad overview in trends in mortality from
causes of death that are possible indicators. Although interpretation should be done with care using
knowledge on other disease characteristics like incidence and case fatality, the presented results can
offer insight in quality of care in individual countries, but also in Europe over a large diversity of

diseases.

We would like to thank Eurostat that have provided us with mortality data for the period 2001-2009.
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9. Overall conclusions

In order to identify causes of death which are amenable to health care intervention, and which can be used
in routine surveillance systems to identify possible shortcomings in health care delivery, we applied a unique
and scientifically rigorous approach. This involved strict selection criteria which were consecutively applied in
a series of analyses: mortality has declined in the period 1979-2000; the number of deaths in 2000 is
sufficient for meaningful between-country analysis; a specific intervention has been introduced in 1970-2000
which in evaluation studies was shown to be effective; national introduction of this intervention coincided with

a favourable change in the national mortality trend.

Following this approach, we were unable to derive a set of amenable mortality-based indicators of the
effectiveness of health systems which can be used in routine surveillance systems. Only four conditions
fulfilled all the criteria, and only two of these conditions were also agreed on by our expert panel. Yet, even
for this limited number of conditions our analysis raises doubts about their validity as indicators of health care
effectiveness in between-country comparisons: the trend analysis suggested that other factors contribute to

their current mortality rates.

These seemingly ‘negative’ results must, however, be interpreted with caution. The analysis had a number of
important and largely inevitable limitations:

- The analysis relied heavily on the availability of scientific evidence on the effectiveness of health care
interventions, and on information regarding their time of national introduction. In both cases evidence was
lacking or inadequate, as noted above.

- Our study focused on innovations after 1970, because we assumed that health care interventions
introduced before 1970 are unlikely now to vary in their implementation between countries. This assumption

may be incorrect.

The experience of undertaking this project has forced us to reconsider the approach taken, as well as how
we should view the concept of amenable mortality. We remain convinced, on the basis of the totality of the
evidence, that improvements in health care have been associated with substantial declines in deaths from
many conditions. However, while we focused on the timing of innovations, that is only one factor that must
be considered. The others are the coverage of the population by those interventions, as well as the quality
with which they are applied. Both take time to develop. For example, we found evidence of how, even now,
many European citizens are inadequately treated for hypertension, even though the necessary drugs have
been discovered decades ago. Similarly, although the treatment for many acute surgical emergencies has
been known for decades, mortality has continued to decline, presumably reflecting a combination of
increasing skill in providing treatment and a range of non-specific factors such as safer anaesthesia and

better detection and treatment of complications.

Because of these limitations, ‘absence of evidence’' of the effectiveness of health care in reducing

population-level mortality does not imply ‘evidence of absence’. It is very likely that some of the between-



country variations in mortality from the conditions we studied do reflect variations in health care effectiveness

but it is not possible to link them to specific interventions.

Our study had a number of positive results. First of all, for a number of conditions we found evidence that
national mortality trends partly reflect the mortality-lowering effect of health care innovations. This applies to
cerebrovascular disease, ischemic heart disease, HIV/AIDS, and colorectal cancer. Although mortality rates
from these conditions are likely to reflect several factors, mortality trends have clearly been sensitive to
improvements in health care effectiveness.

Secondly, our study suggests that a few conditions which have so far not been included may be added to the
list (namely, HIV and colorectal cancer). Our study also confirms that an age-limit of 65 years is not
appropriate. We found considerable declines of mortality matched to health care innovations at all ages, and
while the number of matches is slightly lower if the analysis is restricted to those dying before the age of 75,

there is no reason to restrict the analysis even further.

Thirdly, we were able to make some methodological advances whose value extends beyond amenable
mortality. We developed an automated method for detecting disrupted mortality trends due to coding
changes, which can be applied in the analysis of cause-specific mortality trends. We also developed a
systematic method for relating national changes in health determinants to national changes in mortality,

which can be used for many other health determinants than health care effectiveness alone.

Our main recommendations for policy makers are:

- Rates of mortality from amenable conditions are likely to reflect the influence of many different factors,
which in at least some cases also include health care effectiveness. This implies that they must be
interpreted with caution, and do not without further analysis permit judgements on the effectiveness of health
care systems. Instead, they identify the need for further analysis, including disaggregation of data by age,
social group and region, and coupling with other evidence specific to the causes being examined such as
incidence and case fatality and quantity and quality of health care utilisation, where this exists.

- Commission further research to assess the practical issues that arise when using trends in mortality from
conditions amenable to health care intervention as indicators of (changes in) health care effectiveness. In
recent years, many new international data on incidence and case fatality of diseases and on health care
interventions have become available. Research should assess whether between-country variations in trends
of mortality from these conditions reflect variations in health care delivery and examine whether further

indicators can be created.

Our main recommendations for researchers are:

- Using data from the period 1990-2010, compare national trends in mortality from a range of amenable
conditions with new available data on trends in incidence and case fatality. This analysis may take the
concept of amenable mortality to the next stage by taking account of changing patterns of disease incidence.
- For a selection of amenable conditions, carry out in-depth studies of the proportion of deaths and survivors

in whom health care quality conforms to the best available evidence of effectiveness, and assess whether

&



countries with slower declines in mortality from amenable conditions provide care that is less innovative, of
lesser quality or with lower coverage.

- For a selection of amenable conditions, carry out in-depth studies of regional and socioeconomic variation
in mortality decline, compare mortality trends with trends in health care utilization, and assess whether
differences found can be explained by differences in health care.

- For a selection of amenable conditions, carry out in-depth studies of the association between mortality
decline and health systems factors known to promote health care quality, such as universal access, role of

primary care, funding levels, and implementation of professional guidelines.



